Rapid Calculation of Radiative Heating Rates and Photodissociation Rates in Inhomogeneous Multiple Scattering Atmospheres
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The solution of the generalized two-stream approximation for radiative transfer in homogeneous multiple scattering atmospheres is extended to vertically inhomogeneous atmospheres in a manner which is numerically stable and computationally efficient. It is shown that solar energy deposition rates, photolysis rates, and infrared cooling rates all may be calculated with simple modifications of a single algorithm. The accuracy of the algorithm is generally better than 1% so that other uncertainties, such as in absorption coefficients, may often dominate the error in calculation of the quantities of interest to atmospheric studies.

INTRODUCTION

Radiative transfer schemes are currently available which can calculate the radiation fields in plane parallel, vertically inhomogeneous, multiple scattering atmospheres with an accuracy of much better than 1% [Lenoble, 1985]. However, their heavy computational demands have made their use impractical for many applications. In particular, three-dimensional dynamical models require exceedingly rapid inhomogeneous, multiple scattering atmospheres with an accuracy of much better than 1% [Lenoble, 1985]. However, their heavy computational demands have made their use impractical for many applications. In particular, three-dimensional dynamical models require exceedingly rapid computation of net fluxes in order to calculate heating rates, and multidimensional photochemical models require fast computation of the mean intensity in order to find photolysis rates. Moreover, lack of knowledge of absorption coefficients, scattering properties, absorber concentrations, or atmospheric structure often limits the accuracy of the calculations independently of the numerical scheme used to calculate the radiation fields [Ronnholm et al., 1980]. In response to these computational needs and accuracy limitations, many researchers have developed numerically efficient, approximate radiative transfer schemes. However, we find that three aspects of these approximate schemes have not been discussed thoroughly in the literature. Little attention has been given to techniques for solving the equations in vertically inhomogeneous atmospheres, to schemes for calculating photolysis rates in anisotropic multiple scattering atmospheres, or to methods of treating scattering in the presence of thermal emission.

Numerous approximate techniques have been developed to calculate the transfer of solar energy through a single homogeneous layer. Most of them can be classified within a simple consistent framework as two-stream techniques [Meador and Weaver, 1980]. In the literature concerning solar energy deposition in the atmosphere, the words "two-stream" have come to refer to a whole set of different approximations rather than to any specific scheme. Each individual technique is identified by a specific name such as the quadrature technique or 6-Eddington technique.

Starting from the solution for the intensity at the boundaries of a single homogeneous layer, Shettle and Weinman [1970] showed that a matrix of equations could be derived for the intensities at the boundaries of multiple layers with different properties by matching the single-layer equations using the appropriate boundary conditions. Wiscombe [1977] discussed procedures for inverting the resulting pentadiagonal matrix and proposed solutions to several numerical problems that can occur, for example, when the optical depth is large or when the single scattering albedo is precisely equal to unity. Lacis and Hansen [1974] showed that when the solar forcing was treated as a boundary condition, the single-layer, two-stream solutions for reflectivity and transmissivity could be cast into an adding and doubling form for multiple layers, resulting in a tridiagonal matrix. The tridiagonal matrix equations can be solved without recourse to a complex matrix inversion, and the computational time needed for the solution is linear in the number of vertical levels. Later, Hansen et al. [1983] showed how these expressions could be extended for a quadrature form of the two-stream approximation when the solar zenith angle is included explicitly. Harshvardhan et al. [1987] presented a similar approach to treat the solar zenith angle.

In this work we derive a tridiagonal matrix solution for multiple layers valid for the entire class of two-stream equations [Meador and Weaver, 1980]. This scheme retains the simplicity, numerical stability, and computational speed of the Lacis and Hansen [1974], Hansen et al. [1983], and Harshvardhan et al. [1987] approaches without the restriction to a single type of two-stream approximation and in a somewhat more direct manner since we do not spend time calculating intermediate quantities such as reflection and transmission functions. We also build upon the work of Wiscombe [1977] in solving numerical problems by providing alternative solutions based upon the recent work by Stammes et al. [1988].

The techniques used to obtain exact solutions to radiative transfer problems apply equally well for calculation of solar heating rates and calculation of photolysis rates. However,
the majority of approximate techniques that have been
developed for calculating photolysis rates are significantly
different than those developed to find solar heating rates.
This difference has been obscured by indiscriminate use of
the words "two-stream" in the photochemical literature. In
the photochemical literature "two-stream" has come to
mean any approximation in which only an upward and
downward flux is concerned. Radically different techniques
of treating these upward and downward streams generally
have not been distinguished by having separate names.
Indeed, most of the two-stream approximations described in
the photochemical literature are not directly related to the
schemes that have been found to be most successful by those
studying solar energy deposition. Therefore one often en-
counters categorical statements such as "a two-stream
model is in general not a good approximation . . ." [Ande-
rsen and Meier, 1979, p. 1959], when in fact the author can
mean only that the specific scheme he used did not perform
well.

Most photochemical schemes were developed for studies
of the stratosphere at ultraviolet wavelengths, where Ray-
leigh scattering dominates, and nearly all of the existing
approximate schemes assume that the phase function is
isotropic [Boughner, 1986; Augustsson and Levine, 1982;
Meier et al., 1982] or that the light scattered by an entire
layer is scattered isotropically [Luther, 1980; Thompson,
1984]. Such approximations do not apply in the presence of
strongly forward scattering clouds or aerosols. Another
common practice in the photochemical literature is to judge
the accuracy of an approximation by comparing exact and
approximate calculations of a photosphere. Although this is
a sensible approach for some purposes, the altitude and wave-
length integrations involved average over many different
values of optical depth and single scattering albedo. There-
fore there is the possibility that large errors, which may
occur for some optical properties, are compensated by other
effects or are diluted by precise answers at wavelengths for
which the direct solar beam, which can be found exactly,
dominates.

In this paper we show that the mean intensity, which is the
radiative quantity needed to find the monochromatic photol-
ysis rate, may be easily calculated using the same basic
expressions developed to calculate solar energy deposition.
Hence we make a connection between two major radiative
transfer applications for approximate schemes. We also
show that the magnitude of the errors for calculation of the
mean intensity are similar to those for finding fluxes or
heating rates (usually of the order of 10% or less) and that the
errors have similar dependence on fundamental optical prop-
erties. Therefore some of the specific two-stream approxi-
mations are as accurate as the existing approximate photo-
chemical schemes in the isotropic limit and unlike most
approximate photochemical techniques are also quite useful
when anisotropic scattering is considered.

The final area which we thought needed further discussion
in the literature concerns the approximate treatment of
scattering in the infrared. Very little work on this subject
appears in the terrestrial literature, probably because most
substances in Earth's atmosphere are absorbing in the infra-
red. However, scattering can be important in clouds in the
8-13-μm window region for Earth, and thermal scattering by
dust is quite important in the atmosphere of Mars. We show
that only a limited portion of the class of two-stream
solutions is useful in the infrared, because many of them are
prone to yield physically incorrect results, such as emissiv-
ities greater than unity. These improper results occur be-
cause the flux and intensity from an isotropic source are
related in a specific manner and many two-stream schemes
implicitly assume incorrect relations.

We develop a technique in which solar and infrared
radiation can be treated using the same basic expressions.
The only change required is modification of the source term
to account for an external source in the case of solar
radiation and an internal source in the case of thermal
radiation. Consequently, most calculations can be per-
formed with a single algorithm, simplifying the code and
enhancing computational speed.

Although the two-stream results are often sufficiently
accurate, they do not produce exact results in the limit of no
scattering at infrared wavelengths, a limit which is com-
monly encountered. Therefore we have augmented them
with a second technique which utilizes the two-stream
results to approximate the source function in the integral
solution of the radiative transfer equation [Toon et al., 1977].
The resulting algorithm has improved accuracy in the limit of
small single scattering albedo and adds little to the compu-
tational cost. This scheme can also be useful for calculating
approximate intensities.

We first derive a general two-stream solution for the
upward and downward flux for a single homogeneous layer.
Then we derive a matrix solution for multiple homogeneous
layers which approximate a vertically inhomogeneous atmo-
sphere. After that we introduce the two-stream source
function approximation. Following that we demonstrate the
accuracy of the numerical technique using specific two-
stream approximations for a number of idealized cases.
Finally, we present timing tests and examples of calculations
for realistic atmospheres.

**DERIVATION OF THE TWO-STREAM EQUATIONS
FOR A SINGLE LAYER**

We use a two-stream solution of the radiative transfer
equation to determine the upward and downward fluxes at
the top and bottom of single homogeneous layers. The
two-stream equations represent a class of solutions based
upon varying approximations to the phase function and the
angular integral of the intensity field. Meador and Weaver
[1980] show that all of these solutions for incident solar
radiation may be put into a general form. We expand upon
their work by deriving solutions for other source functions,
including the Planck function, and by deriving solutions in a
form that is suitable for treating multiple layers.

The general equation of radiative transfer in a plane
parallel scattering atmosphere is

$$
\frac{\partial I_\nu}{\partial \nu} (\tau, \mu, \phi) = I_\nu(\tau, \mu, \phi) - S_\nu(\tau, \mu, \phi) - \frac{\omega_{0\nu}}{4\pi} \int_0^{2\pi} \int_{-1}^1 P_\nu(\mu', \phi', \phi) I_\nu(\tau, \mu', \phi') d\mu' d\phi' \quad (1)
$$

Here $\mu$ is the cosine of the angle at which the intensity, $I_\nu$, is
observed with the angle measured from the outward surface
normal, $\tau$ is the optical depth measured along the zenith
direction beginning at the top of the atmosphere, $\omega_{0\nu}$ is the
TABLE 1. Summary of Coefficients in Selected Two-Stream Approximations

<table>
<thead>
<tr>
<th>Method</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$\mu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eddington</td>
<td>$[7 - \omega_0(4 + 3g)]/4$</td>
<td>$-1 - \omega_0(4 - 3g)]/4$</td>
<td>$(2 - 3\mu_0)/4$</td>
<td>1/2</td>
</tr>
<tr>
<td>Quadrature</td>
<td>$(3)^1/2[2 - \omega_0(1 + g)]/2$</td>
<td>$\omega_0(3)^1/2(1 - g)/2$</td>
<td>$[1 - (3)^1/2\mu_0]/2$</td>
<td>1/2</td>
</tr>
<tr>
<td>Hemispheric mean</td>
<td>$2 - \omega_0(1 + g)$</td>
<td>$\omega_0(1 - g)$</td>
<td>$\omega_0(1 - g)$</td>
<td>1/2</td>
</tr>
</tbody>
</table>

*The Eddington and quadrature schemes are discussed in detail by Meador and Weaver [1980]. The hemispheric mean scheme is derived by assuming that the phase function is equal to $1 + g$ in the forward scattering hemisphere and to $1 - g$ in the backward scattering hemisphere. The asymmetry parameter is $g$.

†$\gamma_4 = 1 - \gamma_1$

‡Only needed for solar wavelengths. However, the hemispheric mean is only useful for infrared wavelengths.

single scattering albedo, $P$ is the scattering phase function, and $\nu$ is the frequency.

For an emitting atmosphere,

$$S_{\nu e} = (1 - \omega_0)B_\nu(T)$$

which is in (2) implies that an additional direct component of the radiation field given by $I_d = 0.5F_s \exp (-\gamma_4/\mu_0)$ is present which must be added to $I_v$ to find the total radiation field. Here $\gamma_4$ is a delta function about the solar angle.

Equation (1) may be integrated over azimuth and zenith angle to yield

$$\frac{\partial F_\nu^\pm}{\partial \tau_v} = \pm \int_0^1 I_v^\pm(\tau_v, \mu) \, d\mu \mp \frac{1}{2} \int_0^1 \int_0^1 P_\nu(\mu, \mu') \int_0^1 I_v^\pm(\tau_v, \mu) \, d\mu' \, d\phi'$$

(4)

where the diffusive flux in the upward (downward) direction is

$$F_\nu^\pm = \int_0^1 \mu I_v^\pm(\tau_v, \mu) \, d\mu$$

(5)

The azimuthally integrated intensity is

$$I_v^\pm(\tau, \mu, \phi) = \int_0^2 I_v(\tau, \pm \mu, \phi) \, d\phi$$

(6)

while

$$\int_0^1 \int_0^{2\pi} S_{\nu e}(\tau) \, d\phi' \, d\mu' = 2\pi(1 - \omega_0)B_\nu(T)$$

(7)

$$\int_0^1 \int_0^{2\pi} S_{\nu e}(\tau) \, d\phi' \, d\mu' = \pi F_s \omega_0 \beta_0 \exp (-\gamma_4/\mu_0)$$

(8)

$$\beta_0 = \frac{1}{2} \int_0^1 P_v(\mu_0, -\mu') \, d\mu'$$

(9)

$$P(\mu, \mu') = \frac{1}{2\pi} \int_0^{2\pi} P(\mu, \mu', \phi, \phi') \, d\phi$$

(10)

The two-stream solution consists of approximating $I_v(\tau, \mu)$ in (4) so that it is related to $F_v$. Meador and Weaver [1980] have shown that all of the two-stream expressions can be written in the following form (ignoring the frequency dependence):

$$\frac{\partial F^+}{\partial \tau_v} = \gamma_1 F^+ - \gamma_2 F^- - S^+$$

(11)

$$\frac{\partial F^-}{\partial \tau_v} = \gamma_2 F^+ - \gamma_1 F^- + S^-$$

(12)

Here $\gamma_1$ and $\gamma_2$ are coefficients which depend upon the particular form of the two-stream equation. Table 1 presents the values of $\gamma_1$ and $\gamma_2$ for some common two-stream approximations. We anticipate a multiple-layer solution by labeling the flux by $n$, the layer number.

For the solar beam,

$$S^+ = \gamma_3 F_s \omega_0 \exp [-\gamma_4(\tau_v + \tau)/\mu_0]$$

(13)

$$S^- = \gamma_4 F_s \omega_0 \exp [-\gamma_4(\tau_v + \tau)/\mu_0]$$

(14)

where $\gamma_3$ and $\gamma_4$ are coefficients which depend on the two-stream equations used [Meador and Weaver, 1980]. Some examples are given in Table 1. When multiple layers are used, $\tau_v$ is the cumulative optical depth of layers above layer $n$.

Equations (11) and (12) admit to simple solutions for any function $S$ that can be written as any linear combination of $\tau$, exponentials in $\tau$, or sines and cosines of $\tau$. The Planck function can often be approximated in such a fashion. Then one can solve (11) and (12) for the infrared with

$$S^+ = S^- = 2\pi(1 - \omega_0)B(\tau)$$

(15)

where $B$ is the Planck function expressed in terms of the layer optical depth.

Most applications of the two-stream equations seek either the net flux or the mean intensity. The net diffusive flux is defined as

$$P_{\text{net}} = \int I(\mu) \, d\Omega$$

(16)
where $\Omega$ is the solid angle and $\mu$ is the cosine of the zenith angle measured from the surface normal. The mean diffusive intensity is given by

$$ J = \frac{1}{4\pi} \int d\Omega \cdot (F^+ + F^-)/4\pi \mu_1 $$

(17)

Approximating the angular dependence of the intensity so that this integral can be calculated is central to the derivation of the two-stream approximation. Examination of the expressions in the work of Meador and Weaver [1980] for the mean intensities in the Eddington, quadrature, and hemispheric techniques yields

$$ \mu_1 = (1 - \omega_0)/\gamma_1 \gamma_2 ) $$

(18)

The parameter $\mu_1$ is a constant such as $\frac{1}{2}$ or $\frac{3}{2}$, rather than a frequency dependent property. Expression (18) is not general enough to apply to every expression examined by Meador and Weaver [1980].

The general solution to the two-stream equations (11) and (12) can be shown to be

$$ F_n^+ = k_{1n} \exp (\lambda_1 \tau) + k_{2n} \exp (-\lambda_1 \tau) + C^+ (\tau) $$

(19)

$$ F_n^- = k_{1n} \exp (\lambda_1 \tau) + k_{2n} \exp (-\lambda_1 \tau) + C^- (\tau) $$

(20)

These expressions, which again have a layer index $n$, apply for all cases except those in which $\omega_0$ is exactly unity. In this case the homogeneous part of the solutions reduces to linear functions of $\tau$. It can be shown that as $\omega_0$ approaches unity, then (19) and (20), when coupled with the boundary conditions, approach these linear solutions.

The terms $k_1$ and $k_2$ in (19) and (20) are determined by boundary conditions, while $\lambda$ and $\Gamma$ depend upon the form of the two-stream equation used.

$$ \lambda = (\gamma_1^2 - \gamma_2^2)^{1/2} $$

(21)

$$ \Gamma = \frac{\gamma_2}{(\gamma_1 + \lambda)} = \frac{\gamma_1 - \lambda}{\gamma_2} $$

(22)

For solar radiation,

$$ C^+ (\tau) = \omega_0 \pi F_s \exp \left\{ -(\tau_c + \tau)/\mu_0 \left[ (\gamma_1 - 1/\mu_0) \gamma_3 + \gamma_4 \gamma_2 \right] \right\} $$

$$ (\lambda^2 - 1/\mu_0^2) $$

(23)

$$ C^- (\tau) = \omega_0 \pi F_s \exp \left\{ -(\tau_c + \tau)/\mu_0 \left[ (\gamma_1 + 1/\mu_0) \gamma_4 + \gamma_3 \gamma_2 \right] \right\} $$

$$ (\lambda^2 - 1/\mu_0^2) $$

(24)

The terms $\gamma_3$ and $\gamma_4$ depend upon the two-stream expression used and are given in Table 1. The $C^+$ and $C^-$ functions are indeterminate if $\lambda$ equals $1/\mu_0$. In practice, if the equality happens to occur, this problem can be eliminated by simply choosing a slightly different value of $\mu_0$. The functions $C^+$ and $C^-$ depend upon the cumulative optical depth, $\tau_c$, which is the optical depth of layers above layer $n$.

The $C$ functions for infrared wavelengths can only be determined if one knows the optical depth dependence of the Planck function. We assume here that the Planck function can be represented by the first term of a Taylor series expansion so that

$$ C^+ (\tau) = B_{0n} + B_{1n} \tau $$

(25)

where $B_{0n}$ is the Planck function evaluated at the temperature of the top of layer $n$, and $B_{1n}$ is related to the Planck function evaluated at the temperature ($T_{btmn}$) of the bottom of layer $n$ as

$$ B_{1n} = [B(T_{btmn}) - B_{0n}] / \tau_n $$

(26)

Wiscombe [1976] has examined the accuracy of this approximation for the Planck function and found that the errors are a function of the temperature, the temperature gradient across the layer, and of the wavelength.

Using this approximation of the Planck function,

$$ C^+ (\tau) = 2\pi \mu_1 [B_{0n} + B_{1n} (\tau + 1/ (\gamma_1 + \gamma_2))] $$

(27)

$$ C^- (\tau) = 2\pi \mu_1 [B_{0n} + B_{1n} (\tau - 1/ (\gamma_1 + \gamma_2))] $$

Other expressions for $C^+$ and $C^-$ are easily derived for different assumed functional relations between $B$ and $\tau$. Note that in the infrared the $C$ values depend only upon $\tau$ for the layer $n$. We have now introduced three different types of optical depths. The optical depth at any point within a layer $\tau$, the total optical depth of the $n$th layer, $\tau_n$, and the cumulative optical depth above layer $n$, $\tau_r$. Of course, $0 \leq \tau \leq \tau_r$.

Although many two-stream approximations have been suggested, in this paper we will concentrate on only three as defined in Table 1. The Eddington and quadrature schemes developed by Shettle and Weinman [1970] and Liu [1974], respectively, have been shown to be reasonably accurate at solar wavelengths for a wide variety of conditions, especially when the "$\delta$" scalings of Joseph et al. [1976] are used to replace $\omega_0$, $g$, and $\tau$, where $g$ is the asymmetry factor. We show below, however, that these two schemes have undesirable properties when used with internal isotropic sources such as the Planck function and that the hemispheric mean approximation is preferable for that case.

Although the accuracy of a scheme should be judged by looking at the percentage errors from a wide variety of cases, we feel that certain limiting cases should be treated exactly for a scheme to be acceptable. For example, a scheme may be reasonably accurate and energy conserving but still produce unphysical results such as emissivities larger than unity. Clearly, it is desirable that the emissivity limit to unity. Table 2 lists the well-known limiting cases and indicates which schemes satisfy these exactly.

One of the most important limits at solar wavelengths is that when $\omega_0$ equals unity the net flux should be conserved so that no energy is absorbed in the atmosphere. Using (11) and (12) for the derivative of the diffusive flux and adding the derivative of the direct flux, we find

$$ 0 = \frac{\partial F_{net}}{\partial \tau} = (\gamma_1 - \gamma_2) F^+ + (\gamma_1 - \gamma_2) F^- $$

$$ - (S^+ + S^-) + \pi F_s \exp (-\tau/\mu_0) $$

(28)

From Table 1 it can be seen that when $\omega_0 = 1$, then $\gamma_1 = \gamma_2$ and $S^+ + S^- = \pi F_s \exp (-\tau/\mu_0)$, so this limit is satisfied for all of the two-stream equations.
TABLE 2. Limiting Cases for Various Approaches

<table>
<thead>
<tr>
<th>Case</th>
<th>δ-Quadrature</th>
<th>δ-Eddington</th>
<th>δ-Hemispheric Mean</th>
<th>Source Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>ω₀ = 1, flux conserved</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>...*</td>
</tr>
<tr>
<td>ω₀ = 0, flux down exact</td>
<td>yes</td>
<td>maybe†</td>
<td>yes</td>
<td>...</td>
</tr>
<tr>
<td>Infrared</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ω₀ = 0, fluxes exact</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>ω₀ = 0, τ = ∞, emissivity = 1</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>ω₀ = 1, flux conserved</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

*The source function technique is not considered here at solar wavelengths.
†Maybe is exact if no reflecting surfaces are present.

Although the solutions to the two-stream equations (19) and (20) have the proper behavior as ω₀ approaches unity after the boundary conditions are applied, it is numerically difficult to obtain the correct solutions when ω₀ is precisely unity. Following Wiscombe [1977], we find that if 1 − ω₀ = ε, where ε = 10ε₀ and ε₀ is the smallest digit retained by the computer being used, then expressions (19) and (20) yield fluxes which do not differ significantly from those expected.

Another significant limit at solar wavelengths is that when ω₀ = 0, the solar flux should be calculated exactly. When a reflecting surface is not present, this limit is satisfied for all the two-stream solutions because the diffuse radiation field vanishes leaving only the exact direct solar radiation term. However, when a reflecting surface is present, none of the two-stream solutions can compute the upward flux correctly because for isotropically reflecting surfaces, for example, it involves an exponential integral. The Eddington scheme alters the downward direct radiation so that its solution is no longer exact.

At infrared wavelengths, when ω₀ = 1, no emission occurs and the solutions return to scattering solutions which satisfy (28) as for the solar case. However, when ω₀ = 0, the two-stream results again do not behave well. When ω₀ = 0, Π in (19) and (20) becomes zero for the quadrature and hemispheric mean schemes. For a semi-infinite, isothermal layer without a reflecting boundary, F⁺ + F⁻ = C⁻(τ) + C⁺(τ) = 4πμ₁B₀. Hence the correct result is obtained only if μ₁ = 0.5 as is the case for the hemispheric mean scheme but not for the quadrature scheme. For the Eddington technique, Π does not become zero and one finds F⁺ + F⁻ = πB₀(1 − Π). Hence the Eddington technique does not yield unit emissivity in this limit. Indeed, the Eddington technique can yield emissivity greater than unity even for the case when ω₀ is not equal to zero.

The difficulty with the quadrature and Eddington schemes in the limit when ω₀ = 0 at infrared wavelengths may be traced to the isotropy of the Planck function. The flux corresponding to an isotropic intensity is not related numerically to the intensity in the manner assumed by the quadrature or Eddington schemes which leads to systematic errors. The hemispheric mean technique is preferable at infrared wavelengths since it does assume the correct relation between flux and intensity and yields the proper emissivity in the ω₀ = 0 limit for a semi-infinite atmosphere.

The final solution for F⁺ and F⁻ is now obtained by applying the appropriate boundary conditions. We indicate in the next section how this may be done efficiently for a vertically inhomogeneous atmosphere.

### Solution of the Two-Stream Equations for Multiple Layers

Equations (19) and (20) for a single homogeneous layer can be extended to an inhomogeneous atmosphere by dividing the atmosphere into a series of homogeneous layers. Applying boundary conditions yields a matrix which can then be inverted to find the fluxes throughout the atmosphere. Shettle and Weinman [1970] and Wiscombe [1977] directly inverted the matrices. We prefer to reorganize the equations so that they form a tridiagonal matrix and then utilize the standard tridiagonal technique for solving the equations. Tridiagonal solutions are computationally faster and numerically more stable than other matrix inversion techniques.

A subtle problem in solving (19) and (20) occurs when ω₀ = 0 if the surface is not reflecting or the optical depth is large. In that case for many two-stream techniques, F = 0 so that F⁺ and F⁻ become uncoupled. Numerical difficulties in the matrix inversion may then occur. Another difficulty with (19) and (20) is that they contain terms which grow exponentially with τ. Stamnes et al. [1988] showed that the positive exponentials could be eliminated by scaling them out of the equations. We therefore redefine the coefficients such that

\[ Y₁n = \frac{k₁n \exp(λₙτₙ) + k₂n}{2} \]
\[ Y₂n = \frac{k₂n \exp(λₙτₙ) - k₁n}{2} \]

Then

\[ Fₙ⁺(τ) = Y₁n[\exp(-λₙ(τₙ - τ)) + \Gammaₙ \exp(-λₙτ)] \]
\[ + Y₂n[\exp(-λₙ(τₙ - τ)) - \Gammaₙ \exp(-λₙτ)] \cdot \exp(-λₙτ) + \Gammaₙ \exp(-λₙτ)] \]
\[ Fₙ⁻(τ) = Y₁n[\exp(-λₙ(τₙ - τ)) + \exp(-λₙτ)] \]
\[ + Y₂n[\exp(-λₙ(τₙ - τ)) - \exp(-λₙτ) + \Gammaₙ \exp(-λₙτ)] \]

In these expressions the exponentials only contain negative arguments.

The boundary conditions are

\[ F₁⁺(0) = F₀⁺(0) \]
\[ F_N^+ (\tau_N) = R_{scf} F_N^- (\tau_N) + S_{scf} \]
\[ F_N^- (\tau = \tau_N) = F_{N+1}^- (\tau = 0) \]
\[ F_N^- (\tau = \tau_N) = F_{N+1}^- (\tau = 0) \]

The first boundary condition says that the downward diffuse flux at the top of the atmosphere equals any diffuse flux that may be incident. Usually, there is no incident diffuse flux. The second boundary condition states that the upward flux at the surface (layer \( N \)) is the sum of the reflected downward diffuse flux, where \( R_{scf} \) is the reflectivity, and any energy from other sources, \( S_{scf} \). At solar wavelengths
\[ S_{scf} = R_{scf} \mu_0 \exp (-\tau_c/\mu_0) \pi F_s \]
while at infrared wavelengths
\[ S_{scf} = \epsilon \pi B(T_{surf}) \]
where \( \epsilon \) is the emissivity of the surface. The remaining boundary conditions express the continuity of the upward and downward fluxes at the internal boundaries.

If we write out (33)–(36) using (31) and (32), then it is found that they form a pentadiagonal matrix similar to the one studied by Wiscombe [1977]. However, it is also obvious by inspection that the equations contain some similar terms that may be eliminated. Linear combinations of (33)–(36) produce a new set of \( 2N \) equations which compose a tridiagonal matrix of the form
\[ A_l Y_l - 1 + B_l Y_l + D_l Y_{l+1} = E_l \]
\[ Y_1 = Y_{1n} \quad l = 2n - 1 = \text{odd} \]
\[ Y_l = Y_{2n} \quad l = 2n = \text{even} \]
The coefficients for odd \( l = 1 \) up to \( 2N - 1 \) are
\[ A_1 = 0 \quad B_1 = e_{11} \quad D_1 = -e_{21} \]
\[ E_1 = F_0 - C_1^0 \]
\[ A_l = e_{2n} e_{3n} - e_{4n} e_{1n} \]
\[ B_l = e_{1n} e_{1n} + e_{3n} e_{3n} + 1 \]
\[ D_l = e_{3n} e_{4n} + 1 - e_{2n} e_{2n} + 1 \]
\[ E_l = e_{3n} [C_{n+1}^+ (0) - C_n^+ (\tau_n)] + e_{1n} [C_n^- (\tau_n) - C_{n+1}^- (0)] \]
The coefficients for even \( l = 2 \) up to \( 2N - 2 \) are
\[ A_l = e_{2n+1} e_{1n} - e_{3n} e_{4n} + 1 \]
\[ B_l = e_{2n} e_{2n} + 1 - e_{4n} e_{4n} + 1 \]
\[ D_l = e_{1n} + e_{4n} + 1 - e_{2n+1} e_{3n+1} + 1 \]
\[ E_l = [C_{n+1}^+ (0) - C_n^+ (\tau_n)] e_{2n} + 1 + [C_{n+1}^- (0) - C_n^- (\tau_n)] e_{3n} + 1 \]
and for \( l = 2N \) the coefficients are defined as follows:
\[ A_{2N} = e_{1N} - R_{scf} e_{1N} \]
\[ B_{2N} = e_{2N} - R_{scf} e_{4N} \]
\[ D_{2N} = 0 \]
\[ E_{2N} = S_{scf} - C_N^- (\tau_N) + R_{scf} C_N^- (\tau_N) \]
In the foregoing expressions we use
\[ e_{1n} = 1 + \Gamma_n \exp (-\lambda_n \tau_n) \]
\[ e_{2n} = 1 - \Gamma_n \exp (-\lambda_n \tau_n) \]
\[ e_{3n} = \Gamma_n + \exp (-\lambda_n \tau_n) \]
\[ e_{4n} = \Gamma_n - \exp (-\lambda_n \tau_n) \]

To solve these equations, we use the standard tridiagonal solution method. Special fast tridiagonal solvers are available on many computers, but the general form is
\[ A S_{2N} = A_{2N} B_{2N} \]
\[ D S_{2N} = E_{2N} B_{2N} \]
followed by a progression from \( l = 2N - 1 \) to \( l = 1 \):
\[ X_l = (B_l - D_l A_{l+1})^{-1} \]
\[ A S_l = A_l X_l \]
\[ D S_l = (E_l - D_l A_{l+1}) X_l \]
followed by a progression from \( l = 1 \) to \( 2N \) of
\[ Y_l = D S_l - A S_{l-1} Y_{l-1} \]

We have found this solution technique to be numerically stable and computationally very efficient, especially for vector processing computers. Wiscombe [1977] pointed out that the matrix equation contains the solar and infrared source terms only on the right-hand side of the expression. That is, (39) explicitly contains the temperature or the solar zenith angle only in the \( E_l \) term. Hence for problems in which the temperature or solar flux are the only parameters which change, it is necessary to compute the coefficients \( A_l, B_l, \) and \( D_l \) only one time. Of course, optical depths and other parameters may depend upon temperature, lessening the utility of this approach.

In terms of the coefficients just found, the net flux and the mean intensity at the base of layer \( n \) are
\[ F_{\text{net}} = Y_{1n} (e_{1n} - e_{3n}) + Y_{2n} (e_{2n} - e_{4n}) + C_n^+ (\tau_n) - C_n^- (\tau_n) - \text{direct} \]
\[ 4\pi J_n = (1/\mu_0) (Y_{1n} (e_{1n} + e_{3n}) + Y_{2n} (e_{2n} + e_{4n})) + C_n^+ (\tau_n) - C_n^- (\tau_n) + \text{direct}/\mu_0 \]
where for solar radiation
\[ \text{direct} = \mu_0 F_s \exp [- (\tau_c + \tau_n)/\mu_0] \]
and for infrared radiation
\[ \text{direct} = 0 \]

**THE TWO-STREAM SOURCE FUNCTION TECHNIQUE**
The two-stream approximation is reasonably accurate for most uses. At solar wavelengths it reduces to an exact result in the limit that scattering does not occur and there is no reflecting surface present. At infrared wavelengths, however, the two-stream results are not exact in the limit of no scattering except for a semi-infinite atmosphere. Since the...
no-scattering limit is of considerable significance at infrared wavelengths, we have sought a technique that would be exact in the limit of pure absorption but would retain the accuracy of the two-stream approach when scattering occurs.

Previously, Toon et al. [1977] showed that infrared intensities could be calculated with good accuracy by using the two-stream approximation to define the source function in the equation of transfer. That is, we write the source function contained in (1) as

\[ I = G \exp(\lambda \tau) + H \exp(-\lambda \tau) + \alpha_1 + \alpha_2 \tau \]

Table 3 gives the values of $G$, $H$, $J$, $K$, $\alpha_1$, and $\alpha_2$. In deriving Table 3, we used expressions for the phase function and for the angular dependence of the two-stream intensity appropriate for a hemispheric mean two-stream approximation. Other two-stream approximations would require different expressions.

With the source function specified, (1) can easily be solved to yield the azimuthally integrated intensity at an angle $\mu$ at the top ($\tau = 0$) and bottom ($\tau = \tau_o$) of a layer which comprises part of an inhomogeneous atmosphere as

\[
I_n^+ (0, \mu) = I_n^- (\tau_o) \exp(-\tau_o/\mu) 
+ \int_0^{\tau_o} S_{\text{tot}}^+ \exp(-\tau/\mu) \, d\tau/\mu \\
= I_n^- (\tau_o) \exp(-\tau_o/\mu) + \frac{G}{(\lambda \mu + 1)} 
\cdot \left( 1 - \exp[-\tau_o/(\lambda + 1/\mu)] \right) \\
+ \alpha_1 \left[ 1 - \exp(-\tau_o/\mu) \right] + \alpha_2 \left[ \mu - (\tau_o + \mu) \exp(-\tau_o/\mu) \right] \]  

(55)

These expressions are used by picking an angle $\mu$ and working downward toward the surface finding the downward intensity, then applying the surface boundary condition and working back upward through the layers finding the upward intensity. Given the intensities in each layer at several angles, it is simple to compute the flux or mean intensity using quadrature.

The source function scheme just outlined has several advantages. It is computationally fast because no matrices need to be inverted. It yields accurate results for intensities in the infrared when $\omega_0 = 0$ even when reflecting surfaces are present. This approach is superior to the two-stream approximation in the infrared since the infrared is often dominated by absorption and since the approach maintains good accuracy even when scattering occurs. It is simple to show analytically that the scheme is energy conserving. For example, the sum of the emissivity and reflectivity equals unity for a single isothermal slab overlying an emitting surface. The scheme is not as useful for solar radiation, and we have therefore not presented the coefficients needed to treat solar radiation. At solar wavelengths the two-stream results are exact when $\omega_0 = 0$ so long as no reflecting ground is present so increased accuracy in this limit often is not needed. Also, the scattering limit is more common at solar wavelengths. Unfortunately, when $\omega_0 = 1$, the approach does not necessarily yield flux conservation at solar wavelengths (although flux is always conserved at infrared wavelengths). Moreover, the solar flux in the scattering limit is not calculated significantly more accurately with the source function technique than with the two-stream approach. We feel therefore that for the calculation of fluxes the source function technique is of value mainly in the infrared. In the infrared and solar the approach does yield a useful approximation to intensities and can be used to obtain quantities such as the geometric albedo that cannot be found with the two-stream approximation [Toon et al., 1977, also unpublished manuscript, 1989]. Davies [1980] also explored a similar source function scheme at solar wavelengths and concluded it could be a useful approximation for intensities.
For cases in which solar and infrared emission overlap, two choices are possible. The standard two-stream technique could be used with the sum of the infrared and solar source functions. Or, since light waves do not interact in atmospheric situations, the two beams could be treated separately: the solar with the two-stream approach and the infrared with the source function technique.

**Accuracy Requirements**

Even if it were computationally feasible to employ exact radiative transfer schemes in complex dynamical or photochemical models, there would be little advantage in doing so because of other error sources. Our criteria for determining the accuracy required of the radiative code is that the radiative code should produce an error which is smaller than that produced by other error sources. These error sources include uncertainties in input parameters to the radiative transfer schemes and approximations to the structure of the atmosphere. It is also possible that so little energy may be available that photolysis or heating do not occur at a significant rate so that large fractional errors in the radiation field calculation are not important. Determining when the heating or photolysis is small enough so the the errors may be ignored is not always simple and may depend upon the time scale of the calculation. Several authors have attempted to treat this problem by evaluating the errors as a fraction of the incident energy. This error is referred to as the relative error. When either the absorption, reflection, or transmission is small, the maximum relative error in the small quantity is always small. Unfortunately, such definitions can produce very misleading error estimates. For example, if only 10% of the solar energy was absorbed, and the radiation calculation indicated that 20% were absorbed, then the fractional error calculated this way would be only 10%. If 10% of the solar energy incident were absorbed in a 100-mbar-thick layer it would result in an instantaneous heating rate of about 10 K per day. Clearly, if even 1% of the solar energy is absorbed, it is quite adequate to produce significant heating. Since small fractions of the incident energy can be important, we prefer to define errors normalized upon the exact result, not upon the incident flux. That is, if \( A_e \) is the exact value and \( A_c \) is the calculated value then we base our errors on \( (A_e - A_c)/A_e \). We refer to this error as the fractional error. We expect such errors to be moderate even for relatively small values of \( A_e \).

Using the criteria outlined above, we estimate the accuracy required for calculating the mean intensity by noting that the photolysis rate is evaluated by multiplying together the cross section, the quantum yield, the species concentration, and the mean intensity. According to a recent compilation of cross sections and quantum yields [DeMore et al., 1985], the combined uncertainty of cross sections and quantum yields was at least 10%. The abundances of the species being photolyzed can rarely be measured to 10%. Given these two error sources, a radiative transfer scheme whose basic accuracy for mean intensities is about 10% should be sufficiently accurate for calculating photorates.

Ronnholm et al. [1980] compared the errors in solar energy deposition calculations due to using approximate radiative transfer schemes with the errors caused by uncertainties in the scattering properties (single scattering albedo, asymmetry parameter, and optical depth) and with the errors caused by using an average value of the property of interest. Ronnholm et al. [1980] found that the largest errors were generated by replacing a horizontally variable cloud or aerosol field with a field having an average optical depth. Particularly for clouds having a few holes, the errors in using the average optical depth were very large, exceeding several hundred percent in some cases. Even for horizontal variation in the optical depth of a few percent, errors in the radiation field of 5% may occur for small optical depths, and errors of up to 30% or more may occur for large cloud optical depths.

Ronnholm et al. [1980] also showed that 1% errors in the single scattering albedo, optical depth, or asymmetry parameter may be significant. For example, a nearly conservatively scattering cloud of either large or small optical depth can have a several hundred percent error in heating rates for a 1% error in the single scattering albedo. One percent errors in optical depth lead to a 1% error in heating rate for a variety of single scattering albedos. Since observational uncertainty in optical depth of 10% is common for aerosols, clouds, and most gases, similar sized errors in calculating the solar radiation field are acceptable.

Several authors have estimated the acceptable error for computing the infrared cooling rate in cloud free atmospheres. Rodgers and Walshaw [1966] find that random errors in temperature and dew point of 1°C were common in radiosonde data and that such errors led to ±5% errors in cooling rates. Ellingson and Gille [1978] felt that 0.4°C temperature errors and 10% humidity errors are typical. Such errors are found to cause 1-2% errors in the flux leaving the atmosphere and in the flux reaching the surface. Random errors of 10% in humidity led to 10% errors in cooling rate while random temperature errors of 0.4°C led to 3% errors in cooling rates. Such studies suggest that errors of a few percent for clear sky radiances are desirable to achieve.

Little work has been done on the errors arising from scattering at infrared wavelengths since terrestrial clouds are predominantly absorbers. Since scattering is completely ignored by most modelers, we believe that calculating the infrared fluxes and heating rates when scattering occurs to about 5% should be adequate.

Generally speaking, the error margins at infrared wavelengths are smaller than at solar wavelengths. In the lower atmosphere the infrared cooling rate is several times larger than the solar heating rate. Hence to maintain a comparable contribution to the error in net heating, the infrared cooling rate must be determined more precisely than the solar heating rate.

Although the accuracy of the radiation scheme can be judged by examining the errors from a variety of cases, it is also desirable that certain limiting cases be treated exactly so that results which are not physically possible do not occur. For example, no absorption should occur when \( \omega_0 = 1 \); when the optical depth is infinite and \( \omega_0 = 0 \), no reflection or transmission should occur. We have developed a radiative transfer scheme which satisfies exactly the well-known limiting cases (Table 2).

**Tests of Accuracy**

There are several ways to judge the accuracy of a radiative transfer technique. One popular method is to compare approximate and accurate calculations of the radiative pa-
TABLE 4. Errors in Diffusively Transmitted and Reflected Boundary Fluxes

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Parameters for Case</th>
<th>Results for Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>μ₀</td>
<td></td>
</tr>
<tr>
<td></td>
<td>τ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>α₀</td>
<td></td>
</tr>
<tr>
<td></td>
<td>γ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>g</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.173</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.124</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.226</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2.662</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.376</td>
</tr>
<tr>
<td></td>
<td>F⁺(0) exact</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F⁺(0) approximate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>% error (F⁺)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F⁻(r) exact</td>
<td></td>
</tr>
<tr>
<td></td>
<td>F⁻(r) approximate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>% error (F⁻)</td>
<td></td>
</tr>
</tbody>
</table>

In all of the cases, Rsfc = 0, and Fₗ = 1 so that the incident solar flux equals τ. Exact values are from Wiscombe [1977] or Lenoble [1985].

Parameter of interest, such as the wavelength-integrated solar heating rate. One problem with this approach is that the two calculations may differ for many reasons, making it difficult to understand the origins of errors. They may use different absorption coefficients or wavelength intervals, for example. Also, wavelength integration may average intervals with large, compensating errors to yield a final result with only a small error thus causing errors to be overlooked. Therefore we prefer the alternate approach of contrasting exact and approximate calculations both using well-defined optical properties in which no averaging has taken place.

The accuracy of the single-layer two-stream approximation for the calculation of monochromatic absorption, reflectivity, and transmission has been extensively examined at solar wavelengths [Meador and Weaver, 1980; King and Harshvardhan, 1986; Cuzzi et al., 1982]. We shall not present detailed results for this case due to the large amount of previous study. In general, two-stream results such as those from the δ-Eddington or δ-quadrature technique are accurate to 10% or better. However, these schemes do occasionally produce larger errors for special cases such as high solar zenith angles or for small values of the quantity being considered. The two-stream approximation for a single layer is thus generally, but not always, suitable.

One property of the matrix solution for multiple layers is that the emergent flux from a set of layers, identical except for their optical depths, is the same as the emergent flux from a single layer having an optical depth which equals the sum of the optical depths of the layers. Therefore simulations for single-layer solutions give an indication of the errors in multiple-layer simulations of the emergent flux.

Wiscombe [1977] and Lenoble [1985] have performed simulations to look at the errors in the internal fields using multiple-layer solutions. Tables 4 and 5 indicate the errors (noted in parentheses in Table 5) for cases representing typical hazes and clouds. In the approximate calculations we

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ Level</td>
<td>Flux</td>
<td>Divergence</td>
<td>Flux</td>
<td>Divergence</td>
</tr>
<tr>
<td>τ = 0</td>
<td>2.968</td>
<td>0</td>
<td>3.018</td>
<td>0.0017</td>
</tr>
<tr>
<td>τ = 0</td>
<td>2.967</td>
<td>0</td>
<td>3.009</td>
<td>0.0017</td>
</tr>
<tr>
<td>τ = 0</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.3)</td>
<td>(0)</td>
</tr>
<tr>
<td>τ = 0</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.3)</td>
<td>(5)</td>
</tr>
<tr>
<td>τ = 10</td>
<td>2.968</td>
<td>0</td>
<td>2.992</td>
<td>0.0017</td>
</tr>
<tr>
<td>τ = 10</td>
<td>2.967</td>
<td>0</td>
<td>2.975</td>
<td>0.0034</td>
</tr>
<tr>
<td>τ = 10</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.3)</td>
<td>(5)</td>
</tr>
<tr>
<td>τ = π/5</td>
<td>2.968</td>
<td>0</td>
<td>2.948</td>
<td>0.0100</td>
</tr>
<tr>
<td>τ = π/5</td>
<td>2.967</td>
<td>0</td>
<td>2.941</td>
<td>0.0100</td>
</tr>
<tr>
<td>τ = π/5</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.2)</td>
<td>(4)</td>
</tr>
<tr>
<td>τ = π/2</td>
<td>2.968</td>
<td>0</td>
<td>2.842</td>
<td>0.0870</td>
</tr>
<tr>
<td>τ = π/2</td>
<td>2.967</td>
<td>0</td>
<td>2.840</td>
<td>0.0820</td>
</tr>
<tr>
<td>τ = π/2</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.1)</td>
<td>(6)</td>
</tr>
<tr>
<td>τ = π/14</td>
<td>2.968</td>
<td>0</td>
<td>2.755</td>
<td>0.0840</td>
</tr>
<tr>
<td>τ = π/14</td>
<td>2.967</td>
<td>0</td>
<td>2.758</td>
<td>0.0810</td>
</tr>
<tr>
<td>τ = π/14</td>
<td>(0.03)</td>
<td>(0)</td>
<td>(0.1)</td>
<td>(4)</td>
</tr>
</tbody>
</table>

First value is exact, second value is δ-quadrature result, and percent error is in parentheses. Net flux is at optical depth indicated. Divergence is for layer between adjacent optical depth levels. Cases and τ are defined in Table 4.
TABLE 6. Mean Intensities for Conservative Rayleigh Scatter

<table>
<thead>
<tr>
<th>$\mu_0$</th>
<th>$\tau$</th>
<th>$R_{sfc} = 0$</th>
<th>$R_{sfc} = 0.25$</th>
<th>$R_{sfc} = 0.80$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Exact</td>
<td>Approximate</td>
<td>%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.02</td>
<td>1.045</td>
<td>1.015</td>
<td>3</td>
</tr>
<tr>
<td>0.1</td>
<td>0.25</td>
<td>1.170</td>
<td>1.08</td>
<td>7</td>
</tr>
<tr>
<td>0.4</td>
<td>0.02</td>
<td>1.212</td>
<td>1.119</td>
<td>8</td>
</tr>
<tr>
<td>0.4</td>
<td>0.25</td>
<td>1.284</td>
<td>1.164</td>
<td>9</td>
</tr>
<tr>
<td>0.4</td>
<td>1.00</td>
<td>1.534</td>
<td>1.374</td>
<td>10</td>
</tr>
<tr>
<td>0.92</td>
<td>0.02</td>
<td>1.040</td>
<td>1.017</td>
<td>1</td>
</tr>
<tr>
<td>0.92</td>
<td>0.25</td>
<td>1.279</td>
<td>1.191</td>
<td>7</td>
</tr>
<tr>
<td>0.92</td>
<td>1.00</td>
<td>1.691</td>
<td>1.572</td>
<td>7</td>
</tr>
</tbody>
</table>

TABLE 7. Maximum Errors in Calculating the Mean Intensity

<table>
<thead>
<tr>
<th>Asymmetry Parameter</th>
<th>Optical Depth</th>
<th>Single Scattering Albedo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.99</td>
<td>0.9</td>
</tr>
<tr>
<td>0</td>
<td>0.03125</td>
<td>4/4</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>9/15</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>9/9</td>
</tr>
<tr>
<td>0.8</td>
<td>8</td>
<td>7/3</td>
</tr>
<tr>
<td>0.32</td>
<td>32</td>
<td>7/-</td>
</tr>
<tr>
<td>0.75</td>
<td>1</td>
<td>14/10</td>
</tr>
<tr>
<td>0.75</td>
<td>4</td>
<td>13/16</td>
</tr>
<tr>
<td>0.75</td>
<td>8</td>
<td>10/18</td>
</tr>
</tbody>
</table>

The largest fractional error expressed in percent at any value of $\mu_0$ in the range 0.1–1.0 is presented. The surface is assumed to have no reflectivity. There is a downward solar component whose mean intensity is unity. The exact values were taken from Van de Hulst [1980]. The first value is the maximum error in the mean intensity at the top of the layer, and the second value is the maximum error in the mean intensity at the bottom of the layer. Hence 4/4 means 4% error at top and 4% error at bottom.
is less than 10%. For this case the $\delta$-hemispheric mean and especially the $\delta$-Eddington approach are more accurate than the source function technique with the $\delta$-Eddington technique having errors that are always less than 3%. As the single scattering albedo drops, the error in the source function technique rapidly decreases to a few percent or less, while the error in the $\delta$-hemispheric mean and $\delta$-Eddington schemes rise into the range of 10–15%. Figure 1 illustrates the error in the emissivity for the source function technique when three and eight Gauss quadrature points are used to determine the flux from the intensity. Good accuracy is obtained with only three Gauss points.

We have performed similar tests for isotropic scattering with the same basic conclusions. For single scattering albedos larger than 0.5 the $\delta$-hemispheric mean and the $\delta$-Eddington solution are more accurate, while for $\omega_0$ less the 0.5 the source function technique is more accurate. For large single scattering albedo when the emissivity is only a few percent, the source function technique has its largest error of order 11%. Generally, the source function technique is accurate to a few percent, and for pure absorption it is arbitrarily precise depending upon the number of Gauss points used. The use of three Gauss points is usually sufficient for accuracy of a few percent.

In addition to the emissivity one may also be interested in the reflectivity or transmissivity of a layer. For infrared calculations, unlike solar ones, any reflected or transmitted light may be overwhelmed by emitted radiation. Hence to understand the magnitude of the actual error, one must examine the accuracy with which the total upward or downward radiation can be calculated. Since the total radiation depends upon the magnitude of the incident light, this error
will depend upon the circumstances considered. Figures 2 and 3 illustrate the transmission and reflection, respectively, from the same cloud layers for which the emissivity was illustrated in Figure 1. Again, the $\delta$-hemispheric mean or $\delta$-Eddington techniques are more accurate for the most highly scattering cloud. However, for more absorbing clouds the source function technique is consistently more accurate.

We conclude from these tests that the two-stream methods can generally meet the accuracy requirements for calculating the heating rate, reflectivity, transmissivity, or mean intensity at visible and infrared wavelengths. At infrared wavelengths one must use the hemispheric mean approach, as opposed, for example, to the $\delta$-Eddington technique, to avoid physically unrealistic answers, and in general, it is best to use the source function technique.

**APPLICATIONS OF THE ALGORITHMS**

We developed these algorithms with a number of diverse applications in mind. Toon et al. [1987] employed the $\delta$-quadrature method in order to calculate the photorates in a one-dimensional photochemical model used to investigate sulfur chemistry of the marine troposphere. We have found the source function technique to be useful for calculation of infrared intensities for remote sensing of planetary atmospheres [Toon et al., 1977] and for calculating quantities related to the solar intensity, such as the geometric albedo of a planet, which cannot be found using the two-stream approximation (O. B. Toon et al., unpublished manuscript, 1989). Pollack and McKay [1985] used the scheme to calculate the heating rates in polar stratospheric clouds including scattering in the infrared. Ackerman et al. [1988] employed the infrared scheme with scattering included to investigate the energy balance of cirrus clouds. We are also using the two-stream approximation at solar and infrared wavelengths in simulations of the energy balance of Mars, in a three-dimensional model of the Earth's stratospheric circulation, and in a three-dimensional model of the Earth's regional scale circulation.
Each application of our algorithms requires different absorption coefficients and other optical properties. The choices of these parameters and others, such as the vertical resolution, all impact the ultimate accuracy of the results. Here we shall not focus on the accuracy of the results, which we examined in a general way in the previous section, but rather on the numerical efficiency of the algorithm for performing the calculations.

In order to indicate the efficiency of the algorithm, we consider one sample application of the code to calculate the solar and infrared energy deposition in the Earth's atmosphere. In this calculation the model atmosphere was divided into 18 vertical levels. We used 26 wavelength intervals in the solar and 18 in the infrared. Within each wavelength interval an appropriate number of terms in an exponential sum formulation was used to represent the gaseous absorption and to treat overlap [Hansen et al., 1983] resulting in 77 solar intervals and 71 infrared intervals. Therefore in total we performed 148 spectral calculations for each vertical column in order to obtain the heating rate. In the infrared we used three Gauss quadrature points to find the fluxes from the intensities in the source function technique.

Table 8 presents the timing of the calculations on a Cray-XMP computer for a variety of cases. A photochemical calculation involving 77 spectral intervals would require similar computational time to that used in the solar-only case in Table 8. Since most dynamical models require several seconds of computer time per time step, one could afford to perform three-dimensional photorate calculations, even with this relatively large number of spectral intervals, on grids having $10^3$ grid points before the computation time for the radiation became comparable to that for the dynamics. Most general circulation models run a radiation code involving solar radiation (usually without scattering) and infrared without scattering which is comparable to the second case described in Table 8. Stephens [1984] states that the European Centre for Medium Range Weather Forecasts model with nine vertical levels and five spectral intervals, requires 2.5 ms per time step per grid point on a Cray 1 computer. Our model with the same number of vertical levels would require about 4.2 ms but with much higher spectral resolution. We are not aware of timings of other such codes on the same computers. Accurate timing comparisons are difficult to make unless they are performed upon a single computer. The important point is simply that our code is competitive in
speed with existing, often less flexible, approximations that are used in three-dimensional models.

Table 8 indicates that in general a significant portion of the total computation time is spent in computing the optical depths and scattering parameters such as single scattering albedo. Further, the time spent in the infrared portion of this code is comparable to that spent in the solar part. Treating scattering in the infrared doubles the amount of time needed to compute the infrared energy deposition.

We have run this radiation code in a 14 vertical level version of the Pennsylvania State University/National Center for Atmospheric Research three-dimensional regional scale model with a high-resolution boundary layer scheme in an application similar to that described by Westphal et al. [1988]. In these dynamical calculations we transported aerosols as well as calculating their optical properties and impact on the radiation field once each hour. During a 24-hour simulation the calculation of the radiation heating rates consumed about 10% of the total computational time, and the calculation of the optical properties consumed about 20% of the computational time. The optical properties calculation was time consuming since Mie scattering calculations over the aerosol size distribution were performed at each of the 44 wavelengths and 14 vertical levels. In this calculation the ratio of the number of calls to the radiation routines to the number of calls to the dynamical routines was about 1/22. Some dynamical simulations use a larger time step and may require a higher frequency of radiation calculations relative to dynamical calculations. We could have called the radiation code with a full recalculation of the optical properties every eighth dynamical time step or without a full recalculation of the optical properties every third dynamical time step and then spent 50% of the total computational time on radiation. Of course, we could also have reduced the amount of spectral resolution or simplified the calculation of the optical properties to have reduced the computational time.

**SUMMARY**

We have described an algorithm suitable for computing photorates, solar energy deposition rates, or infrared energy deposition rates in vertically inhomogeneous, multiple-scattering atmospheres. The code makes use of the generalized two-stream solutions of Meador and Weaver [1980] and can therefore be used with any of the standard two-stream approaches such as the δ-Eddington or δ-quadrature schemes. The algorithms are numerically stable, and we have developed simple techniques to solve difficulties which occur, for example, with large optical depths. The algorithm uses a tridiagonal solution technique. Therefore the computational time is linear in the number of grid points used making it especially attractive for use in models with large numbers of vertical levels.

We show that the accuracy of the model for multiple layers is usually better than 10% for heating rates or photorates which is sufficient for most atmospheric applications. However, as has been pointed out many times by others for single homogeneous layers, there are cases, especially when the solar zenith angle is large or when the quantity being computed is of small magnitude, for which errors can rise above 10%. Numerous comments in the photochemical literature concerning the lack of accuracy of two-stream solutions seem to be biased by a failure to distinguish between the many different types of two-stream solutions. We show that the mean intensity (needed to find the photorate) may be found using the same standard techniques that are employed in computing solar energy deposition, such as the δ-Eddington approximation, with an accuracy that is competitive with other approximations used in the photochemical literature. However, the two-stream technique has the advantage of being able to treat anisotropic scattering while most of the photochemical approximations are limited to isotropic scattering.

Infrared radiation is not well treated by some two-stream techniques, such as δ Eddington or δ quadrature, because they can produce emissivities greater than unity. The δ-hemispheric mean two-stream approach is preferable since it does not yield emissivities that exceed unity. Infrared radiation is best treated using the two-stream source function technique which we describe because that technique is exact in the often encountered limit of pure absorption yet can also produce results which are as accurate as those found using two-stream approximations when scattering occurs.
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