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Abstract

The datasets currently being collected by the Atmospheric Radiation Measurement (ARM) Program on the islands of Nauru and Manus represent the longest time series of ground based cloud measurements in the tropical western Pacific region. In this series of papers, we present a shortwave flux closure study using observations collected at the Nauru site between June 1999 and May 2000. The first paper presented frequency of occurrence of non-precipitating clouds detected by the millimeter wavelength cloud radar (MMCR) at Nauru and statistics of the retrieved microphysical properties. This paper presents estimates of the cloud radiative effect over the study period and results from a closure study in which retrieved cloud properties are input to a radiative transfer model and the modeled surface fluxes are compared to observations. The average surface shortwave cloud radiative forcing is 48.2 Wm\(^{-2}\), which is significantly smaller than the cloud radiative forcing estimates found during the TOGA-COARE field project. The difference in the estimates during the two periods is due to the variability in cloud amount over Nauru during different phases of the El Niño-Southern Oscillation (ENSO). In the closure study, modeled and observed surface fluxes show large differences at short time scales, due to the temporal and spatial variability of the clouds observed at Nauru. Averaging over 60 minutes reduces the average root-mean-square error in total flux to 10% of the observed flux. Modeled total downwelling fluxes are unbiased with respect to the observed fluxes while direct fluxes are underestimated and diffuse fluxes are overestimated. Examination of the errors indicates that cloud amount derived from the ground based measurements is an overestimate of the radiatively important cloud amount due to the anisotropy of the cloud field at Nauru, interpolation of the radar data, uncertainty in the microwave brightness temperature measurements for thin clouds, the
uncertainty in relating the 6th moment of the droplet size distribution observed by the radar to the more radiatively important moments.
1. Introduction

In recent years, due primarily to the development of highly sensitive cloud radar systems (Moran et al. 1998; Clothiaux et al. 1999), a large number of cloud optical property retrieval algorithms based on ground based remote sensing have been developed (Frisch et al. 1995; Dong et al. 1997; Mace and Sassen 2000; McFarlane et al. 2002). Currently such retrievals are used to develop parameterizations for climate models, to obtain statistics for comparison to cloud and climate model results, to evaluate satellite retrieval algorithms, and for studies of microphysical processes such as the aerosol indirect effect (Pincus and Klein 2000; Dong et al. 2002; Feingold et al. 2003).

Algorithms developed to retrieve cloud properties from remote sensing instruments are usually validated by comparing their results against in situ aircraft measurements. However, little emphasis has been placed on determining whether these retrievals are realistic in terms of being able to reproduce the radiation budget, although that is one of the primary quantities of interest in general circulation models (GCMs). Today most GCMs are tuned to produce correct top of atmosphere albedos (in comparison to the measurements from the Earth Radiation Budget Experiment) by adjusting parameters such as the effective radius used in optical depth calculations or the threshold value at which autoconversion begins, which may adversely affect the treatment of the hydrological cycle and cloud radiation feedbacks (Pincus and Klein 2000). Comparing cloud statistics predicted by GCMs to statistics of cloud properties from retrievals which are shown to reproduce the surface radiation budget, can help assess whether these tunings need to be re-evaluated.

In a companion paper ((McFarlane and Evans 2003), hereafter referred to as Part 1), we presented retrieved cloud properties from measurements made at the Atmospheric Radiation Measurement (ARM) site on the island republic of Nauru in the tropical western Pacific (TWP). In this paper, we examine whether the retrieved cloud properties are radiatively consistent by performing studies of flux closure at the site. The basic concept of flux closure is that retrieved cloud properties
and atmospheric state information are input to a radiative transfer model and then the predicted fluxes from the model are compared to observations.

A few closure studies have considered cloudy sky conditions, although they have been limited to overcast stratus cases only. Zender et al. (1997) compared observed and modeled shortwave surface fluxes for 3 days at the Southern Great Plains (SGP) site during the ARM Enhanced Shortwave Experiment (ARESE). They found good agreement between the model and measurements for two clear sky days (average flux differences of approximately 11 and 17 Wm$^{-2}$), but a much larger offset (average difference of 62 Wm$^{-2}$) for a cloudy case. The clear sky day with flux difference of 11 Wm$^{-2}$ was much less turbid with average aerosol optical depth of 0.004, compared to 0.12 for the other clear sky day. The large differences for the cloudy day could be due in part to the lack of information about the aerosol properties. Additionally, questions have been raised about the accuracy of some of the radiometers during the experiment (Li et al. 1999). Results from the ARESE II experiment, conducted at the SGP site during March 2000 found agreement in measured and calculated absorption to within 10% for two clear sky days and two single layer stratus cases, and agreement within 8-14% (depending on surface albedo) for a third stratus case (Ackerman et al. 2003). The primary uncertainties in the modeled fluxes were surface albedo and aerosol optical thickness.

In the few cloudy sky closure experiments that have been performed, the emphasis has been on a case study approach in which modeled and measured fluxes are compared for specific, limited time periods, in which only overcast stratus clouds are present. This paper presents a shortwave flux closure study with a different focus. Instead of concentrating on a few case study periods, we perform flux closure in a more statistical sense by comparing the statistics of modeled and measured fluxes over long time periods. The primary objective of the study is to examine whether cloud optical properties retrieved from narrow field-of-view (FOV), vertically pointing remote sensors are
consistent with the measured surface radiation budget in a statistical sense.

In Section 2 we discuss the observations and retrieved cloud properties while Section 3 describes the radiative transfer model and details of the flux calculations. In Section 4 we present the clear sky modeling results and estimates of the shortwave cloud radiative effect at the surface. In Section 5 we present results and discussion from the flux closure experiment, and in Section 6 we examine reasons why the radar cloud amount might be larger than the radiative cloud amount. Finally, Section 7 summarizes the study.

2. Observations and retrieved cloud properties

a. Shortwave Radiation Measurements

The Atmospheric Radiation and Cloud Station (ARCS) on Nauru (Mather et al. 1998) includes three upward looking shortwave radiometers: an unshaded Eppley Precision Spectral Pyranometer (PSP), which measures total hemispheric downwelling irradiance; a shaded Eppley PSP, which measures diffuse downwelling irradiance; and an Eppley normal incidence pyrheliometer (NIP), which measures the direct component of the solar flux at normal incidence in a 5.7° FOV. All three instruments are located on the same stand, 1.5 meters above ground level, with the same solar tracker used for the NIP and the shaded PSP. All of the shortwave radiation measurements at the ARCS are reported as 1 minute averages of samples taken each second.

Michalsky et al. (1999) examined surface shortwave irradiance measurements with commercial instrumentation and found that measurement accuracy was improved to 1-2% of total downwelling solar irradiance if the "component sum" method was used instead of single unshaded pyranometers. The component sum method consists of summing the diffuse irradiance from a shaded pyranometer and the the direct normal irradiance from a pyrheliometer multiplied by the cosine of the solar zenith
angle. This method reduces the effect of the cosine response of the pyranometer. Following Michalsky et al. (1999) all total observed fluxes discussed in this paper are calculated via the component sum method. Long and Ackerman (2000) estimate uncertainties in total and diffuse downwelling clear-sky shortwave pyranometer measurements for long-term operational measurements to be no better than the greater of 15 W m\(^{-2}\) or 3% of the flux. The stated uncertainty on the direct flux measured by the NIP is 4 W m\(^{-2}\) or 3% of the downwelling flux.

The Eppley pyranometers exhibit a thermal dome offset in which infrared heating exchange within the instrument can cause a spurious voltage signal. This offset can be directly observed in the measurements at night, and can be estimated for daytime based on monitoring the temperature of the case and dome of the pyranometer or using measurements from an adjacent pyrgeometer (Haeffelin et al. 2001). Based on the magnitude of nighttime offsets at Nauru (generally less than 1.5 W m\(^{-2}\)), the maximum daytime offset is expected to be no more than 5 W m\(^{-2}\) (C. Long, personal communication, 2002). Due to the small offsets expected at Nauru, we perform no thermal offset corrections on the PSP data.

b. Aerosol Measurements

Aerosol measurements are taken by the Cimel sun photometer on Nauru, which is part of the the AERONET archive (http://aeronet.gsfc.nasa.gov:8080/). The archive contains data for Nauru from 6/15/99-4/11/00. Retrievals of aerosol optical thickness are performed in 7 spectral bands between 340 and 1020 nm. The AOT at Nauru is typically low, with values at 550 nm generally less than 0.15 and an average and standard deviation of 0.071 and 0.030, respectively, during this period. To estimate AOT for each band in the radiative transfer calculations, we perform a multiple linear regression on the AOT in the channels from 440 to 870 nm to calculate the Angstrom parameter for each measurement (Smirnov et al. 2002). Then we calculate the AOT at the solar-weighted center
wavelength of each model band using the derived Angstrom parameter and interpolate the AOT to a thirty minute time grid.

We characterize the aerosol size distribution by the average bimodal lognormal distribution as retrieved by Smirnov et al. (2002) from Cimel diffuse sky measurements at Nauru between 6/15/99 and 9/9/00. Most of the aerosol volume is found to be in the coarse mode, which is defined to be particles with radii between 0.6 and 16 μm. Values of the single scattering albedo and refractive index are taken from d’Almeida et al. (1991) assuming the “oceanic” aerosol model (which is a mixture of sea salt and organic sulfate). In comparison with four other marine locations studied by Smirnov et al. (2002), Nauru had the smallest volume concentration of particles in the fine mode (supporting the assumption that aerosols at Nauru are primarily oceanic and not industrial).

Although stratospheric aerosol amounts are fairly small due to the lack of recent volcanic eruptions, we include stratospheric aerosol in the model. Total stratospheric AOT is determined from Stratospheric Aerosol and Gas Experiment (SAGE) II data, and is approximately 0.005 at 500nm. We assume the stratospheric aerosol consists entirely of sulfate and exists in a uniform layer between 17 and 40.5 km. Optical properties of sulfate aerosol are taken from d’Almeida et al. (1991).

c. Retrieved Cloud Properties

The cloud property retrievals are discussed in detail in Part 1. Cloud phase is determined from a simple temperature threshold, clouds having tops at temperatures above -10°C are assumed to be liquid clouds, while all others are assume to be ice. Times where the optical rain gauge data measurements are greater than 0.05 mm/hr and times where the maximum radar reflectivity in the column is greater than 0 dBZ for liquid clouds are assumed to be precipitating and are not included in the closure experiment. For non-precipitating liquid clouds, vertical profiles of liquid water content and effective radius are calculated from microwave radiometer (MWR) brightness
temperatures and millimeter wave cloud radar (MMCR) reflectivities using the Bayesian retrieval algorithm developed by McFarlane et al. (2002). Unless stated otherwise, the radar reflectivities are from the Active Remote Sensing of Cloud Layers (ARSCL) dataset, described by Clothiaux et al. (2000). Due to problems with the micropulse lidar (MPL) during the study period, only ice clouds detected by the MMCR are used in the closure studies. Although the radar misses high thin cirrus (see discussion in Part 1 of the paper), these clouds likely have only a small impact on the surface fluxes. For ice phase clouds, profiles of ice water content and effective diameter are calculated from radar reflectivity using regression equations as a function of temperature which were derived from the Central Equitorial Pacific Experiment (CEPEX) and which were described in Part 1. McFarquhar and Heymsfield (1996) studied three tropical anvils sampled during the CEPEX experiment and found that aggregates were common when IWC was greater than 0.1 gm$^{-3}$ and that plates and columns were noticed for lower IWC. Thus for layers with IWC > 0.1 gm$^{-3}$ the particles are assumed to be smooth aggregates, and for layers with lower IWC the particles are assumed to be plates.

d. Data Quality Issues

From August 6 through October 14, 1999 the Nauru solar tracker was not operational. A new tracker was installed on October 14, and usable data is available again beginning October 18, 1999 (personal communication, Robin Perez 2001). The malfunction of the solar tracker affects the data from the NIP and shaded PSP. We do not use any radiation data from this period. The solar tracker began to malfunction again on March 23, 2000. From this time to the end of the study period, the solar tracker did not work correctly around solar noon, and the fluxes measured during this half hour cannot be used, but the rest of the data is reliable. Examining the unshaded PSP measurements,
which are not affected by the malfunctioning of the solar tracker, shows that removing the times around noon for this period does not bias the average shortwave cloud effect estimates presented later.

A peak in the MWR brightness temperatures around local solar noon was noticed during the periods September 14 through October 6, 1999 and March 7 through March 30, 2000. This peak in brightness temperatures appears to be due to solar contamination of the MWR signal around the equinox periods, at which times the sun would be directly overhead around solar noon at Nauru. Data from the MWR for the two hours around noon during these periods are not used. The MMCR had sporadic problems throughout the study period, the longest being a time period between 12/20/99 and 1/17/00 in which the radar data was invalid. Table 1 summarizes the dates and times with missing data during the study period. For times when the MWR or MMCR data is missing, cloud properties are not retrieved and closure calculations are not performed, however these times are included in the estimates of cloud radiative effect. If the NIP or PSP data is missing, the times are not used at all.

3. Details of Radiative Transfer Model and Flux Calculations

a. Radiative Transfer Model

Broadband downwelling fluxes at the surface are calculated using the Spherical Harmonics Discrete Ordinates Method (SHDOM) model (Evans 1998) in plane-parallel mode and incorporating the Rapid Radiative Transfer Model (RRTM) k-distribution (Mlawer et al. 1997). The extinction, single scattering albedo, and Legendre coefficients of the scattering phase function are specified for
each wavelength band at each input grid point. The RRTM k-distribution has 13 bands in the shortwave region, from 0.2 – 3.84 μm. The absorption coefficients are provided by the line-by-line radiative transfer model (LBLRTM) (Clough and Iacono 1995) and based on the 1992 HITRAN parameter database and the CKD-2.2 water vapor continuum model (Clough et al. 1992). Comparisons of direct-beam surface flux (no Rayleigh extinction) calculations in the shortwave from RRTM and LBLRTM agree to within 1 W/m² for clear sky (Mlawer et al. 1999).

Liquid cloud optical properties are calculated for each band using Mie scattering theory from a vertical profile of liquid water content and effective radius. Optical properties for cirrus clouds are calculated from parameterized scattering properties of individual ice crystals (Yang et al. 2000). Bulk scattering properties are obtained by integrating the single scattering properties of individual crystals over a normalized gamma distribution with a given effective diameter and total ice water content. Only one particle shape per ice layer is allowed.

SHDOM can be run with arbitrary angular and spatial resolution, allowing a trade-off between speed and accuracy. The angular accuracy is controlled by the number of radiation streams chosen, and the spatial resolution by a parameter called the splitting accuracy, which governs when a grid cell is split in half. Due to the large time series of data processed in this study, we use 6 radiation streams, and a splitting accuracy equal to 0.01% of the incident solar flux in each band. Compared to a reference case in which 32 streams were used, this leads to a total broadband error of less than 2.5 Wm⁻², or .7% of the calculated downwelling flux, for a range of clouds with optical depths between 1.00 and 49.5.

Based on observations from the upwelling and downwelling unshaded PSPs at the ARCS site and low flights over the island by the University of Flinders’ Cessna aircraft during the Nauru99 experiment, a Lambertian albedo of 0.13 was determined to be typical of the site. Radiosondes are typically launched twice a day at Nauru. The temperature and humidity profiles for input to
the radiative transfer model are determined from the nearest radiosonde. The temperature in the tropics is not expected to vary greatly on time scales of several hours. Due to the dry bias in the radiosonde humidity measurements and the infrequency of radiosonde launches, thirty minute averages of the Bayesian precipitable water vapor (PWV) retrievals (obtained from the MWR brightness temperatures) are used to scale the radiosonde water vapor profile. The total ozone column amount is estimated from the Total Ozone Mapping Spectrometer (TOMS) instrument on the EarthProbe satellite, and the McClatchey et al. (1972) tropical atmosphere profile is used for the ozone vertical distribution profile.

b. Flux Calculations

Due to the large dataset being studied, the radiative transfer calculations are speeded up by averaging the retrieved cloud properties to one minute resolution to match the time scale of the reported flux observations. To account for broken cloudiness within the one minute interval, one RT calculation is performed on the average cloud properties over the cloudy columns, and one RT calculation is performed on a clear column and a weighted average of the calculated fluxes is taken. If the one minute period is entirely clear or entirely cloudy only one flux calculation is performed.

To calculate the gaseous absorption, a k-distribution calculation is performed every 30 minutes on the atmospheric temperature and humidity profile from the closest radiosonde, the ozone profile, and the average retrieved PWV over the interval. Aerosol optical thickness is interpolated to the middle of each 30 minute period. If \( \geq 10\% \) of the columns are invalid (i.e., precipitation is occurring or data is missing or unusable) during the 30 minute period, the radiative transfer calculations are not performed; if fewer than 10\% are invalid, cloud properties are interpolated over any invalid columns. Calculations of the total, direct, and diffuse downwelling flux are performed each minute.
c. Direct/Diffuse Partition of Flux

Theoretically, the direct component of the shortwave radiation field is that part which has not been scattered, while the diffuse component consists of light that has been scattered at least once. In the model calculations, the separate contributions of the direct and diffuse components to the total flux can be easily calculated. However, in the observations the determination of the direct and diffuse components is not as straightforward. The NIP has a FOV of 5.7°, and thus actually measures the direct component of the solar radiation plus any of the diffuse component that is scattered into this field of view. In order to compare the "direct" component between the model and the observations, the model calculations must be corrected to account for forward scattering into the FOV of the NIP. For clear sky, this correction is rather small, although it does depend on the aerosol loading. Halthore et al. (1997) estimate the correction be about 0.1% of the measured direct beam for the aerosol conditions they studied. Since forward scattering increases with increasing particle size (relative to wavelength), scattering into the field of view of the NIP is more important under conditions of thin clouds.

Following the study of (Shiobara and Asano 1994), we use a Monte Carlo model to examine the amount of scattering into the FOV of the NIP as a function of optical depth, particle size, and particle habit. A maximal cross section forward Monte Carlo code which includes the shortwave RRTM k-distribution is modified to simulate the flux measurement of a narrow field-of-view (NFOV) instrument with halfwidth η. Every photon that reaches the surface with an angle within η of the direct beam is assumed to contribute to the flux measured by the instrument. We define the broadband (0.2-3.486 μm) flux transmittance simply as the flux that reaches the model surface divided by the input flux at the top of the atmosphere. The calculated NFOV broadband flux transmittance is compared to the calculated direct (unscattered) flux transmittance. The amount of flux scattered into the FOV of the instrument depends strongly on the cloud optical depth, particle
phase, and particle size. In Figure 1, the modeled instrument and direct beam flux transmittances are shown as a function of visible cloud optical depth for several liquid and ice clouds. In these calculations, no Rayleigh scattering or atmospheric absorption were included. Also shown are the transmittance values calculated by Shiobara and Asano (1994) for a sun photometer with a 2.4° field of view using the Takano and Liou (1989) phase function.

To correct the modeled values of direct and diffuse flux in the closure experiment, Monte Carlo calculations are performed for a large number of cases, and a look-up table is developed which relates the instrument flux transmittance to the visible cloud slant path optical depth, mass weighted average effective radius, and column water vapor amount. For each modeled column, the transmittance into the FOV of the instrument, $T_{\text{FOV}}$, is estimated from the look up table. The magnitude of the flux correction is given by $\Delta F = F_{\text{TOA}}T_{\text{FOV}} - F_{\text{DIR}}$, where $F_{\text{TOA}}$ is the broadband flux at the top of the model atmosphere and $F_{\text{DIR}}$ is the calculated direct flux at the surface. The value of $\Delta F$ is subtracted from the modeled "diffuse" flux and added to the modeled "direct" flux. The modeled total flux is unchanged. Over the study period, the average amount of the correction over all cloudy columns is 38.4 Wm$^{-2}$. All the following results and discussion use the corrected model fluxes.

4. Cloud Radiative Effect Estimates

In Part 1, the statistics of the observed clouds at Nauru were presented. In this section we examine the effect of the clouds on the surface shortwave fluxes at Nauru. The cloud radiative effect at the surface is estimated by comparing the observed shortwave fluxes at the surface to modeled clear sky fluxes.
a. Clear Sky Results

The MMCR and MPL detect clouds, on average, 70% of the time at Nauru. Thus the sky should be clear 30% of the time directly above the remote sensors. However, even when there are no clouds within the narrow fields of view of the radar and lidar, there are likely to be clouds in other parts of the sky, which may affect the measured fluxes. To evaluate the clear sky modeling, we compare modeled and observed fluxes for times when the shortwave flux analysis method developed by Long and Ackerman (2000) indicates clear skies within a 160° field of view. Over the study period, 1261 measurements (over 40 different days) fit the criteria for clear sky identification. Figure 2 shows a scatter plot of the measured and modeled total downwelling fluxes for these times. The average total flux difference is 7.2 Wm$^{-2}$ (0.6% of observed total flux), with a root mean square (RMS) difference of 14.4 Wm$^{-2}$. The average direct flux difference is -10.4 Wm$^{-2}$ (2.2% of average observed direct flux), and the average diffuse flux difference is 17.2 Wm$^{-2}$ (26.3% of observed diffuse flux).

The disagreement in diffuse flux is of the order of magnitude found in other clear sky studies (Halthore et al. 1997; Kato et al. 1997; Mlawer et al. 2000; Halthore and Schwartz 2000). While we had hoped that the remoteness of Nauru would make the aerosol properties simpler, thus simplifying the closure inputs, this appears not to be the case. Clear sky diffuse fluxes are sensitive to AOT, aerosol properties, and surface albedo, all of which are fairly uncertain. The broadband AOT must be estimated from the narrowband sun photometer measurements. The aerosol optical properties are assumed to be representative of “clean” oceanic aerosols, containing only sea salt and sulfate. Measurements of surface aerosol properties during Nauru99 indicated the existence of ammonium, phosphate, and nitrate as well, which may be due to the phosphate mining on Nauru and the loading of phosphate onto ships. The surface albedo of the Nauru site is quite complicated, with the radiometers located on a bright, sandy beach immediately adjacent to the dark ocean. While the variability of the surface albedo was taken into account in setting the albedo used in the model,
more detailed observations of the 2D variability in albedo would provide more realistic values. Additionally, some of the discrepancy may be due to the Long and Ackerman (2000) clear sky identification algorithm missing some cases of thin cirrus clouds. Although the error in diffuse flux is relatively large, given the small values of diffuse flux under clear sky (average observed value 65.2 Wm\(^{-2}\)), it is less than 4% of the total clear sky flux.

b. Cloud Radiative Effect Estimates

We calculate the clear sky modeled fluxes for all times for which we have valid observed fluxes. We define the shortwave cloud radiative effect at the surface as the observed downwelling shortwave flux at the surface minus the modeled clear sky downwelling shortwave flux at the surface. A negative value indicates that cloud has reduced the downwelling flux at the surface relative to the clear sky value. Table 2 gives the average observed and modeled fluxes and the average shortwave cloud radiative effect at the surface for the entire dataset and separated by morning and afternoon.

Over the entire period, the average radiative effect of clouds on the total downwelling shortwave flux is -55.4 Wm\(^{-2}\), which is roughly 10% of the average modeled clear sky flux. Observations taken during the Nauru99 field experiment showed that the island of Nauru tended to induce cloud formation, in the form of a "cloud plume" in which shallow cumulus clouds formed directly over or slightly downwind of the island and then were advected further downwind by the mean winds. Nordeen et al. (2001) examined a year of Geostationary Meteorological Satellite (GMS) hourly visible 1.25 km images over Nauru between June 15, 1999 and June 30, 2000 to study the cloud plumes. They observed unobscured cloud plumes in 53% of days with a complete record of GMS visible images. Cloud plume frequency increases from roughly zero at 6:30 LST to 63% at 11:30 LST, and remains roughly constant until sunset. The average modeled fluxes for the morning and afternoon periods are roughly equal, however the average observed total flux is 24 Wm\(^{-2}\) lower in
the afternoon period. The average radiative effect of clouds on the total downwelling shortwave flux during the morning is -43.3 Wm$^{-2}$, compared to -68.4 Wm$^{-2}$ in the afternoon, which may be due in large part to the island-induced clouds seen at Nauru, which are more frequent in the afternoon.

To relate the cloud radiative effect estimates to the estimates of shortwave cloud radiative forcing (CRF) at the surface performed by other groups, we assume that clear sky and all sky albedos are equal, and multiply our cloud radiative effect estimates by $(1-\alpha)$, where $\alpha = 0.13$ is the assumed albedo at Nauru. Thus, our average estimated cloud radiative effect of -55.4 Wm$^{-2}$ is roughly equal to a CRF of 48.2 Wm$^{-2}$. This value is smaller than average cloud radiative forcing estimates for the TOGA-COARE period. Chou and Zhao (1997) estimate an average shortwave CRF of 112 Wm$^{-2}$ at Nauru over the four TOGA-COARE months, November 1992 - February 1993. Their average estimated shortwave CRF over the seven radiation stations (including the two research ships) was 99 Wm$^{-2}$. Long (1996) does not calculate the average CRF at Nauru, however he estimates an average area weighted shortwave CRF of 98 Wm$^{-2}$ over the five sites in the inner flux array. The differences in estimates of the average shortwave cloud radiative forcing at the surface in these studies compared to our results is most likely due to variability in cloud amount between the TOGA-COARE period (which was during the weak phase of El Niño) and the current study period (which was during a weak to moderate La Niña). During El Niño periods, the region of active convection generally shifts to the east, so there might have been more convective activity over Nauru during the TOGA-COARE period than during this study period.

5. Initial Flux Closure Results

In the previous section we showed that the model does a reasonable job of replicating the clear sky flux. Now we examine our ability to reproduce the cloudy sky fluxes observed at Nauru. We
perform flux closure on the retrieved cloud properties for all retrieved, non-precipitating and non-drizzling clouds between June 15, 1999 and April 11, 2000. During this period, we perform radiative transfer calculations on 93,232 minutes of data, of which 47.7% are radar clear sky or lidar detected cirrus, 32.2% are liquid clouds, 12.5% are radar detected ice clouds, and 7.3% contain both liquid and radar detected cirrus clouds. In the discussion that follows, all flux differences refer to model fluxes minus measured fluxes, so that a negative flux difference is a model underestimate of downwelling flux at the surface.

A histogram of the differences in the 1 minute averages of total downwelling flux over the study period is shown in Figure 3. The average difference in the total flux over the entire study period is only 3.5 Wm$^{-2}$, although the root mean square (RMS) error is 164 Wm$^{-2}$. To put the magnitude of these errors in context, the mean observed downwelling flux for this period is 553.3 Wm$^{-2}$. These results indicate that on average the total model flux is unbiased, although there is large variability in the results. Some of the spread in the histogram is due to the large temporal variability of the clouds at Nauru. Many of the nonprecipitating clouds observed at Nauru are shallow cumulus which advect fairly quickly over the site, leading to large numbers of broken cloud scenes. Out of 2855 thirty minute periods, only 31% had radar cloud frequency greater than 90%. By averaging the observed and modeled fluxes over longer time periods, the variability in the flux differences can be reduced. Figure 4 shows the RMS error in total flux as a function of averaging time. After averaging over 30 minutes the RMS errors have been reduced by half, and over 60 minutes the RMS error in total flux is 57.9 Wm$^{-2}$, or 10.4% of the observed value.

Also shown in Figure 4 are the RMS errors for the direct and diffuse fluxes. Although they also decrease substantially with averaging time, the RMS errors in direct and diffuse flux are significantly larger than those in the total flux. The good agreement in total flux is caused in part by corresponding under and over estimates of direct and diffuse fluxes, respectively. The model underestimates
direct flux by an average of -38.0 Wm$^{-2}$ and overestimates diffuse flux by 41.5 Wm$^{-2}$.

The model flux errors depend strongly on the model cloud amount (see Figure 5). We average the observed and modeled fluxes over 30 min periods and use the radar observed frequency of occurrence of clouds as a determination of cloud amount. For periods designated as clear sky by the radar, the model overestimates the direct fluxes by $\sim 10\%$ and slightly overestimates the diffuse flux. This is probably due to the fact that a 30 minute period of clear sky over the radar does not mean that the entire sky is clear. Thus clouds not detected by the radar may affect the observed direct and diffuse fluxes.

For cloud frequencies greater than 0 and less than .9, the magnitude of the direct and diffuse errors both increase with increasing cloud frequency while the errors in total flux stay relatively constant. The abrupt change in the direct and diffuse errors at cloud frequencies $> 0.9$ may be due to the fact that high cloud frequencies are most often observed when radar detected ice clouds are present. For periods with $0.1 < \text{cloud freq} < 0.9$, the mean frequency of occurrence of radar ice clouds (including liquid clouds with ice clouds above) was 0.06, while for the periods with cloud frequency greater than .9, the mean frequency of occurrence of radar ice clouds was 0.56. The model actually tends to overestimate direct flux and underestimate diffuse flux for periods when only ice clouds are present, which may be due to an overestimate of the NFOV correction from assuming the cirrus are composed of plates, which have more forward scattering, and thus a larger NFOV correction, than other crystal habits (see Figure 1). The times with the largest overestimates of diffuse flux tend to be optically thicker ice clouds and the NFOV correction increases with optical thickness.

The trend in model errors as a function of cloud frequency at intermediate values is harder to understand. In general, any time there is cloud in the model, the direct flux will be reduced relative to clear sky and the diffuse flux will be enhanced. However, if there is no cloud in the path between the NIP and the sun at the same time, the observed direct flux will not be affected. Similarly if the
total cloud fraction is small, the observed diffuse flux will only be slightly enhanced over the clear sky value. Therefore the tendency for the model to underestimate the direct flux and overestimate the diffuse flux can be understood at low cloud frequencies, when the probability of cloud existing simultaneously over the radar and in the path of the direct beam is lower and the total cloud fraction is probably smaller so the observed diffuse flux will not be greatly enhanced. However, as cloud frequency increases, the chance of the radar detecting cloud but no cloud affecting the direct beam should decrease and the enhancement of the observed diffuse flux should increase.

In Figure 6 the thirty minute average observed and modeled fluxes are plotted as a function of radar cloud frequency of observation. For low cloud frequencies, the observed and modeled direct fluxes agree fairly well although the model slightly overestimates the diffuse flux. As expected, as the radar cloud frequency increases, the average observed direct fluxes tend to decrease (higher probability of cloud in the direct beam) and the average observed diffuse fluxes tend to increase (higher cloud fraction enhances the observed diffuse flux). The modeled fluxes show the same trend as the observed fluxes (the cloud frequency does not affect the model results for each individual minute, but as cloud frequency increases the average values change due to the increased number of cloudy sky points in the average) but the rate of change with cloud fraction is higher for the model results. At radar cloud frequency = 1.0 the observed and modeled fluxes converge to the same answer.

These results indicate that the modeled and observed cloud frequencies do not tend to agree for conditions of less than full cloud cover. The cloud frequency used in the model seems to be higher than is observed in the radiation measurements. This trend of the model overestimating cloud amount can also be seen in histograms of the ratio of the observed and modeled fluxes to the model incident flux at the top of the atmosphere. Clear sky is indicated by high ratios for the direct flux and low ratios in the diffuse flux, while cloudy sky has the opposite behavior. In Figure 7,
the model can be seen to have less clear sky (fewer bins with high values of the direct ratio) and more cloudy sky (more bins with high values of the diffuse ratio) than the observations. In the next section we explore several possible reasons why the radar cloud amount is greater than the radiative cloud amount.

6. Cloud Amount Issues

a. Radar/TSI Cloud Amount Comparison

We evaluate the radar derived cloud amounts used in the model calculations by comparing them to the cloud amount detected by the Total Sky Imager (TSI) from July 1 - July 15, 1999. The TSI is a full color sky imager that uses a digital camera, which is mounted looking downward to a rotating hemispheric mirror (Long et al. 2001). Images are taken once per minute. We compare the percentage of times that cloud was identified in the ARSCL product during the period to the average TSI cloud fraction in the $120^\circ$ and $160^\circ$ fields of view for times when the solar zenith angle is less than $70^\circ$. As a hemispheric imager, the TSI observes the whole sky and therefore should detect any clouds that could affect the observed surface radiation, unlike the radar which is a narrow field of view sensor.

Table 3 shows the total cloud amounts derived from the concurrent ARSCL and TSI data sets. If the thin cirrus clouds which are detected by the MPL but not the MMCR are included, the narrow field of view sensors detect cloud 69.4% of the time, compared to cloud amounts of 0.41 and 0.44 from the TSI $120^\circ$ and $160^\circ$ fields of view. If it is assumed that the cirrus clouds which are not detected by the MMCR are quite thin and also might not be detected by the TSI, the ARSCL cloud amount falls to 55.5%, which is still 10% greater than the TSI cloud fractions. Over a 2 week period, the cloud amount estimate from the narrow field of view radar is considerably higher than
that from the hemispheric imager. There are several possible reasons for the overestimate of cloud amount by the radar. In this study cloud amount estimates were only averaged over a two week period, which might not be long enough to completely sample the cloud fields and provide stationary statistics. Additionally, the cloud field could be anisotropic, which might skew the cloud amount statistics. The TSI and MMCR have very different sampling techniques, and different definitions of cloud, which might lead to discrepancies in the amount of cloud detected by each sensor. However, the TSI sky cover for wide fields of view ought to be larger than the cloud fraction from a vertical sensor due to the effect of cloud sides.

b. Anisotropy of the Nauru cloud field

The MMCR may overestimate the cloud amount relative to the pyranometer/NIP cloud amount due to anisotropy in the boundary layer cloud field caused by the Nauru island effect. Although the cloud plume is probably not important to the large scale radiation budget in the tropics, it may have significant local effects, and may bias observations taken at Nauru relative to the surrounding ocean. If the clouds form directly over the ARCS site, they could bias the cloud amount estimate from the vertically pointing, narrow field of view radar relative to the pyranometer, which has a hemispheric field of view, or the NIP which varies its observation direction over the day.

To examine the possible anisotropy due to the presence of the cloud plume, we examined cloud fraction as a function of azimuthal angle from the 160° fov TSI imagery during the period 1 July through 15 July 1999. Only images with solar zenith angles less than 60°, which corresponds roughly to the time period 0900 to 1645 LST are used. For each cloud decision image, we bin the cloud fractions by compass angle in 20° wide bins. Figure 8 shows a histogram of the average cloud fraction as a function of compass angle. There is clearly a peak in cloud fraction around 290°. Although this does not correspond exactly to the average heading of 265° seen by Nordeen
et al. (2001) in the GMS data, they do report that "individual headings ranged from 220° to 320° with a standard deviation of 20°." There does not seem to be a corresponding peak around 90-100°, indicating that the boundary layer clouds may form directly over or just downwind of the ARCS site and may cause a bias in radar cloud fraction relative to the pyranometer/NIP. This analysis shows that the Nauru cloud field is definitely anisotropic, so that one would not necessarily expect the percentage of clouds seen by the zenith pointing radar to be the same as the percentage of clouds in the direct beam.

c. Cloud Sampling Issues

A second reason that cloud amounts may be too high in the model is the way in which the various remote sensors sample the cloud field. The TSI captures instantaneous sky cover images once per minute. The NIP and PSP measure downwelling fluxes at one second intervals, and these measurements are then averaged over sixty seconds. The MMCR measuring strategy is more complicated. The MMCR was designed to detect all radiatively important clouds, ranging from thin boundary layer clouds and cirrus to precipitating clouds. To meet these objectives, a set of 4 operational modes was designed to allow trade-offs between sensitivity, accuracy, and resolution.

Clothiaux et al. (1999) details the current operational modes at the ARM sites and the design justifications for each mode. Mode 1, the boundary layer mode, is tuned to detect weakly reflecting low level clouds. Mode 2, the cirrus mode, is tuned to detect higher level weakly reflecting clouds, and has a minimum range of 2985 meters, due to pulse coding. Mode 3, the general mode, was designed to be fairly sensitive to all clouds at all altitudes, while Mode 4, the robust mode, produces accurate reflectivities and velocities from particles with large fall speeds.

In the current configuration, the MMCR cycles through all of the modes in approximately 40 seconds, spending roughly 9 seconds on each mode. Due to the speed of the current signal processor
and the necessity of pulse coding, coherent averaging, and other processing, the computer cannot process all of the data generated by the radar. For example, the current boundary layer mode at Nauru has a dwell time of only 2.3 seconds, but that dwell time is evenly distributed across the 9 second processing period (E. Clothiaux, personal communication, 2002).

In the ARSCL product, described by Clothiaux et al. (2000), the reflectivities and Doppler velocities from each of the modes are merged onto a 10 second, 45 meter time-height grid. This merging is accomplished by linearly interpolating the measured radar reflectivity, Doppler velocity, and Doppler spectral width from each mode onto the grid. Then the best mode at each time and height is chosen based on minimizing coherent averaging, second trip echo, and pulse coding problems, using measurements with high signal to noise ratios, and attempting to produce contiguous regions from a single mode. Data from the general mode (Mode 3) is used preferentially, except in regions of weak radar reflectivities where the signal to noise ratio in Mode 3 is less than 5 dB (in which case Mode 1 or 2 data is used) or regions of fast moving hydrometeors (in which case Mode 4 data is used). Mode 2 values are never used for boundary layer clouds since the lowest range gate for this mode is at 2.985 km, and Mode 4 data will generally only be used for boundary layer clouds near regions of precipitation. Thus, for boundary layer clouds, the best gridded value, which is the reflectivity value in the ARSCL product, is often interpolated from a Mode 1 or Mode 3 value. By interpolating measurements taken ~ 40 s apart to a 10 second grid and then choosing the best value at each interval, the actual cloud reflectivity may be smeared out in time.

For overcast conditions, this "smearing" of the radar reflectivity might affect cloud properties derived from the radar reflectivity data (depending on the scales at which the cloud properties were variable and the advecting wind speed), but would probably have little effect on derived cloud amounts. However, for the scattered cumulus prevalent at Nauru, the interpolation could be more important. The average wind speed measured by the NOAA 915 MHz wind profiler at a height of
874 meters (which is close to the average retrieved liquid cloud base) over the 3 month period from June through August 1999 was 8.4 m/s. If the clouds are advecting over the radar at this rate, a smearing of 20 seconds increases the cloud width by an average of 168 m on either side, which can substantially increase the cloud fraction of these small cumulus. Since the presence of cloud in the model decreases the modeled direct flux and increases the modeled diffuse flux relative to clear sky, an increased cloud frequency in the model relative to the true cloud frequency will tend to cause an underestimate of direct flux and an overestimate of diffuse flux, consistent with the model results presented in Section 5.

To examine the possibility that the interpolation of the data for the creation of the ARSCL product causes an overestimate of cloud amount, we compare the observed frequency of boundary layer cloud (heights < 3 km) from the ARSCL data and the individual mode data. Table 4 shows the percentage of time that valid radar reflectivities at heights ≤ 3 km existed within the column for the ARSCL dataset (which were identified as coming from mode 1 or mode 3) and for the mode 1 and 3 datasets. Only modes 1 and 3 are examined because they are the modes that are significant for boundary layer clouds.

As expected, Mode 1, which is more sensitive, detects boundary layer cloud more often than Mode 3. However in both cases where the single mode data is used, a lower cloud frequency is observed compared to the ARSCL data. Also shown in Table 4 is an average liquid water path for the three datasets. Since the Bayesian retrieval requires the MWR brightness temperatures, which are on a 20 second grid while the mode data are not on a regular time grid, we estimate the LWC as a function of reflectivity for each range gate using a lookup table derived from the Bayesian results. The liquid water path for each column is then calculated. Both of the single mode datasets have higher average liquid water path than the ARSCL dataset. The average Mode 3 liquid water path is probably higher than the Mode 1 value, because Mode 3 might not detect regions of thinner
cloud or smaller droplets detected by the more sensitive Mode 1. The higher retrieved liquid water path from the non-interpolated mode datasets along with the decreased cloud frequency supports the idea that the interpolation to the ARSCL grid smears out the clouds, thinning them. Due to the nonlinear nature of radiative transfer, the fluxes calculated from averaged cloud properties are not the same as the average flux calculated from non-averaged cloud properties. In particular, the presence or absence of a cloud in the model has the largest effect on the modeled direct and diffuse fluxes so that getting the cloud frequency right is very important in modeling the direct and diffuse components of the surface flux.

Although the single mode data does not have the interpolation issues of the ARSCL data set, the observed reflectivity is still based on a nine second sample, which may not completely resolve the variability in the boundary layer clouds at Nauru. The PSP and NIP instruments measure downwelling fluxes at one second intervals. These measurements are then averaged to 60 seconds, and only the mean, minimum, maximum, and standard deviation of the one second measurements are reported. The top panel in Figure 9 shows the 60 second mean direct flux from the NIP over a several hour period on July 14, 1999 while the bottom panel shows the standard deviation of the fluxes measured during each 60 second period. During cloudy periods, the standard deviation of the direct flux measurements within the 60 second period can be as large or larger than the average fluxes, due to the variability of the clouds. For the diffuse flux, the standard deviations over the 60 second interval are usually much smaller than the average fluxes since the observed diffuse flux is a function of the entire cloud field. Over eight months of observations, the average standard deviation of the NIP measurements within the 60 second interval is 13.3% of the average measured flux and the average standard deviation of the shaded PSP measurements is 3.2% of the average measured flux.

The large standard deviations in the NIP one minute fluxes indicate that sampling time scales
much less than a minute are needed to resolve the variability of the boundary layer clouds at Nauru. If the mode data is used at its original sampling times, and not interpolated onto the ARSCL grid, each mode is sampled every 40 seconds (although the sampling itself takes $\sim$ 9 seconds for each mode), which corresponds to 336 m resolution. Fair weather cumulus generally show variability at higher resolution. Aircraft penetrations of shallow cumulus during the Small Cumulus Microphysics Study (SCMS) experiment show significant changes in LWC and number concentration measured with in situ probes at scales $< 100$ meters (French et al. 2000). Kollias et al. (2001) studied updrafts and turbulence in fair weather cumuli over Florida using a 94 GHz radar with a sampling interval of 4.5 seconds. They found that the cumuli studied had updraft cores of $\sim 250$-$300$ meter horizontal extent surrounded by downdrafts of $\sim 150$ meter horizontal extent. Malinowski and Zawadzki (1993) measured the fractal properties of the cloud-clear interface with high resolution microphysical in situ data in non-precipitating fair weather cumulus during the Eulerian Model Evaluation Field Study at North Bay, Ontario. Based on droplet number concentration and liquid water content measured during two flights in which $\sim 17$ and $\sim 10$ shallow cumulus clouds were penetrated, respectively, they estimate the length of clear and cloudy segments within the flights. Significant numbers of clear sky regions as narrow as 10 meters were seen between cloud segments during the flights. These studies show that shallow cumulus are variable on time and spatial scales that cannot be sampled with the current configuration of the MMCR.

The sampling rate and mode configuration of the MMCR was motivated by the speed of the current signal processor, which is not efficient enough to process all of the data taken. At SGP, the efficiency of the radar signal processor is only 4% for Mode 4, and increases up to 31% for Mode 1 (Clothiaux et al. 1999). A new, faster signal processor is being developed for the MMCRs. These results show that some of this processing power should be put to use by increasing the sampling time for the boundary layer modes. The dwell time of Mode 1 should be reduced, the
sampling interval should be decreased at least to 10 seconds (which would allow roughly 84 meter horizontal resolution, given the average wind speed), and preferably even further, and the measured parameters of the boundary layer clouds should not be interpolated, which tends to smear them out and artificially increase cloud amount.

d. Uncertainty in Cloud Property Retrievals

A final possibility for the overestimation of cloud amount in the model is that radar/radiometer derived cloud properties may not be equivalent to the radiatively important cloud properties. Radar reflectivity is proportional to the 6th moment of the droplet size distribution. In cloud property retrievals, the 6th moment must be related to the radiatively important moments (2nd and 3rd moments). In the Bayesian retrieval, the prior pdf and the MWR brightness temperatures are used to relate the moments. However, for thin clouds with low liquid water paths, little information is available from the MWR, and most of the constraining information comes from the prior pdf.

In Table 5, the average retrieved values and the average uncertainty in the retrieved values are given for the 12 months of cloud retrievals at Nauru. The average uncertainty in \( \tau \), the most radiatively important variable, is 40% of the retrieved value. At low values of \( \tau \), changes in \( \tau \) can produce much larger changes in direct and diffuse flux than in total flux. Thus it is possible to get the total flux more or less correct while having biases of opposite signs in direct and diffuse flux if estimates of \( \tau \) are biased for low values of \( \tau \). To improve retrievals for low \( \tau \), uncertainty in the MWR measurements must be reduced, perhaps by adding a channel near 90 GHz which has been shown to improve the accuracy of LWP retrievals (Crewell and Löhner 2003), or by using another type of sensor to determine optical depth for thin clouds. Given the extensive use of dual-channel radiometers, the uncertainty in retrieved liquid water path at low optical depths needs to be accounted for in retrieval algorithms.
7. Conclusion

In this paper, 10 months of surface observations and retrieved cloud properties at Nauru were combined with a state of the art radiative transfer model to estimate the effect of clouds on the shortwave fluxes at the surface and to perform a flux closure study. The model was found to agree fairly well with the observations for clear sky conditions. Estimates of the shortwave cloud radiative effect at the surface were significantly lower than cloud radiative effect estimates from the TOGA-COARE period. The difference is probably due to the phase of ENSO during the two observational periods. During TOGA-COARE, the tropical western pacific was experiencing a weak El-Niño, which generally results in more convection over Nauru, while the current study was a period of suppressed convection during a weak to moderate La Niña. The difference in the cloud radiative effect estimates over the two periods shows the profound influence that ENSO has on the shortwave radiation budget in the tropics and underscores the need for consistent long-term time series of observations of clouds and radiation in this region.

The flux closure study was performed to test whether cloud properties retrieved from narrow field of view, vertically pointing remote sensors are consistent with the measured surface radiation. On short time scales, the modeled and observed surface fluxes showed large differences, due primarily to the large temporal and spatial variability of the cloud field. Averaging over periods as short as one hour reduced the RMS error in the total fluxes to ~10% of the total observed flux. These results show that statistically the retrieved cloud properties can be used to reproduce the observed downwelling total shortwave flux at the surface within 10%. Thus statistical comparisons of the retrieved cloud properties with model predicted values can be useful in assessing model results.

In general, the modeled total downwelling fluxes were unbiased with respect to the observed fluxes. However, the model tended to underestimate the direct flux and overestimate the diffuse flux. These tendencies can be explained by geometrical arguments for periods with low cloud
amount, but as cloud amount increases the continued trend implies that the cloud amount in the model is larger than the radiatively important cloud amount.

The radar cloud amount was compared to the TSI cloud fraction over a 2 week period and the radar cloud amount was found to be significantly larger. Examination of the TSI cloud decision images indicated that the cloud field was clearly anisotropic, with a peak in cloud amount near a heading of $290^\circ$. The anisotropy is assumed to be due to the island induced cloud plume, which had a general heading toward the west during the study period due to the prevalent easterly trade winds. The radar data was also examined to assess the effect on the retrieved cloud amount and optical depth of interpolating the data from each of the operating modes into one product. It was shown that using the single mode data led to lower cloud amounts and higher liquid water paths than using the ARSCL product, indicating that the interpolation in the ARSCL product tends to artificially increase cloud amount for broken cloud scenes. Examination of the variability in the direct fluxes observed by the NIP indicated that increased sampling frequency is needed to fully resolve the shallow cumulus that are prevalent at Nauru. Additionally, the uncertainty in the MWR brightness temperatures for these thin clouds led to large uncertainties in retrieved optical depths. Since the liquid water path or optical depth is a strong constraint on relating the radar reflectivity to the more radiatively important moments of the droplet size distribution, the addition of a third channel to the MWR or another method for retrieving liquid water path in thin clouds is needed to improve the accuracy of remote sensing retrievals.
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Table 1: Dates and times with missing or unusable data.

<table>
<thead>
<tr>
<th>Date</th>
<th>Times Affected</th>
<th>Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/6/99 - 10/14/99</td>
<td>all times</td>
<td>PSP, NIP</td>
</tr>
<tr>
<td>9/14/99 - 10/6/99</td>
<td>2 hours around noon</td>
<td>MWR</td>
</tr>
<tr>
<td>12/20/99 - 1/17/00</td>
<td>all times</td>
<td>MMCR</td>
</tr>
<tr>
<td>3/7/00 - 3/30/00</td>
<td>2 hours around noon</td>
<td>MWR</td>
</tr>
<tr>
<td>3/23/00 - end</td>
<td>30 minutes around noon</td>
<td>PSP, NIP</td>
</tr>
</tbody>
</table>
Table 2: Average observed all sky downwelling flux, modeled clear sky downwelling flux, and estimated shortwave cloud radiative effect at the surface for all data and morning and afternoon periods.

<table>
<thead>
<tr>
<th></th>
<th>Total $\text{Wm}^{-2}$</th>
<th>Direct $\text{Wm}^{-2}$</th>
<th>Diffuse $\text{Wm}^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All Data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Radiative Effect</td>
<td>-55.4</td>
<td>-150.4</td>
<td>95.0</td>
</tr>
<tr>
<td>Observed All Sky Flux</td>
<td>532.3</td>
<td>361.9</td>
<td>170.4</td>
</tr>
<tr>
<td>Model Clear Sky Flux</td>
<td>587.7</td>
<td>512.3</td>
<td>75.5</td>
</tr>
<tr>
<td><strong>Morning</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Radiative Effect</td>
<td>-41.9</td>
<td>-132.2</td>
<td>90.3</td>
</tr>
<tr>
<td>Observed All Sky Flux</td>
<td>544.7</td>
<td>378.6</td>
<td>166.1</td>
</tr>
<tr>
<td>Model Clear Sky Flux</td>
<td>586.6</td>
<td>510.8</td>
<td>75.8</td>
</tr>
<tr>
<td><strong>Afternoon</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Radiative Effect</td>
<td>-68.4</td>
<td>-167.9</td>
<td>99.5</td>
</tr>
<tr>
<td>Observed All Sky Flux</td>
<td>520.4</td>
<td>345.7</td>
<td>174.6</td>
</tr>
<tr>
<td>Model Clear Sky Flux</td>
<td>588.8</td>
<td>513.7</td>
<td>75.1</td>
</tr>
</tbody>
</table>
Table 3: ARSCL and TSI cloud amounts.

<table>
<thead>
<tr>
<th></th>
<th>ARSCL w/o MPL hi clouds</th>
<th>TSI 120° fov</th>
<th>TSI 160° fov</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Amount</td>
<td>69.4</td>
<td>55.5</td>
<td>41.0</td>
</tr>
</tbody>
</table>
Table 4: Boundary layer cloud statistics from ARSCL and mode data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cloud Frequency</th>
<th>Mean LWP (gm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARSCL</td>
<td>0.47</td>
<td>57.4</td>
</tr>
<tr>
<td>Mode 1</td>
<td>0.40</td>
<td>66.3</td>
</tr>
<tr>
<td>Mode 3</td>
<td>0.37</td>
<td>87.3</td>
</tr>
</tbody>
</table>
Table 5: Average uncertainty on retrieved parameters from Bayesian algorithm.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Average Value</th>
<th>Average Uncertainty</th>
<th>% Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWP</td>
<td>42.7 gm$^{-2}$</td>
<td>14.4 gm$^{-2}$</td>
<td>34%</td>
</tr>
<tr>
<td>$\tau$</td>
<td>7.2</td>
<td>2.9</td>
<td>40%</td>
</tr>
<tr>
<td>LWC</td>
<td>0.092 gm$^{-3}$</td>
<td>0.05 gm$^{-3}$</td>
<td>54%</td>
</tr>
<tr>
<td>$r_e$</td>
<td>7.5 $\mu$m</td>
<td>0.4 $\mu$m</td>
<td>5%</td>
</tr>
</tbody>
</table>
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Figure 1: Direct beam flux transmittance (solid line) and modeled narrow field of view transmittance as a function of optical depth for several model clouds. Also shown is the parameterization of Shiobara and Asano 1994.
Figure 2: Comparison of measured and modeled total downwelling flux for times determined to be clear by the analysis method of Long and Ackerman, 2000.
Figure 3: Histogram of 1 minute total downwelling flux differences.
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Figure 4: RMS differences in modeled and observed total flux as a function of averaging time.
Figure 5: Relative errors in total, direct, and diffuse flux for 30 minute periods as a function of radar observed cloud frequency.
Figure 6: Average observed and total flux over thirty minute periods as a function of radar observed cloud frequency. Solid lines indicate observed values while dashed lines indicate modeled values.
Figure 7: Ratios of a) total, b) direct, and c) diffuse flux to model incident flux at the top of the atmosphere.
Figure 8: Histogram of TSI cloud fraction as a function of compass angle.
Figure 9: The average and standard deviation of the direct flux from the NIP over each 60 second interval on July 14, 1999.