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Abstract—We consider the problem of constructing a realistic model cloudy atmosphere. Discussion is made of the computational difficulties associated with computing the single scattering phase diagram which is a problem central to all models. A brief review is made of recent developments in computational techniques for analysing radiative transfer problems. Further discussion is made of various computational economies to reduce computer execution time and storage requirements, and an assessment is made of the penalties paid for implementing these approximations.

1. INTRODUCTION

One of the fundamental problems of atmospheric physics is concerned with the interpretation of the radiation field emerging from a cloudy atmosphere. The interpretation of the radiometric data will take a different form according to the region of the electromagnetic spectrum at which the measured radiance is centred. In the visible and near infrared spectral regions the problem may be one of determining some of the physical properties of clouds, such as mean particle radius and optical depth from a knowledge of their reflectivities and the degree of polarization of the emergent radiation. In the thermal infrared region, one may be concerned with the derivation of the vertical structure of atmospheric temperature and composition from radiometric measurements of emission from atmospheric gases in their infrared absorption bands. Unfortunately, this type of experiment is greatly hampered by clouds. It is apparent therefore that the common ground of all lower atmosphere radiation studies lies in the problems associated with the radiative properties of clouds. Information regarding such properties obtained in different regions of the spectrum, as well as being of interest in its own right, is fundamental to the interpretation of radiometric measurements.

A convenient method of studying the spectral properties of clouds is from the analysis of characteristics of the radiation scattered by a model cloudy atmosphere. The physical processes which describe the interaction of the radiation field with the cloud particles are well known\(^{(1)}\) so that the problem of constructing a realistic model of the terrestrial atmosphere is greatly reduced. Models of planetary atmospheres must be simple since at this stage, our knowledge of their physical structure is greatly limited.

---
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In this article we shall review the computational techniques that are at present available to us for the analysis of radiative transfer in a model cloudy atmosphere. We demonstrate that the key relationship in all radiative transfer studies is the interaction principle which expresses the conservation of energy for a finite layer in the atmosphere. The application of this exact relationship depends entirely upon the interpretation placed upon the operators involved in it, such as reflection, transmission and source operators.

Central to the construction of these operators is the problem of determining the phase function for a particular model cloud. We shall assume that the scattering particles are dielectric spheres and outline in Section 2 the procedure for determining the phase function. Discussion will be made of the various computational difficulties involved.

The discussion of the computational methods available for theoretical studies of radiative transfer problems given in Section 3 is centred around the formal theory set out by Grant and Hunt (3) (and in a more abstract manner by Preisendorfer (2)) which is developed from the interaction principle. The resulting equations may be written either as a differential equation or in a discrete ordinate context, as equivalent matrix equation. As such, this approach defines a more concise way of studying the direct methods that have been developed. Iterative and Monte Carlo methods are studied separately.

To study in detail the radiative properties of realistic and accurately constructed model atmospheres is computationally expensive. In Section 4, we consider various computational economies that may be implemented within model scattering layer and a discussion is made of the penalties paid for using these approximations.

2. COMPUTATIONAL MODELLING

2.1 Interaction principle

The type of problem that we shall consider has the simplest geometric configuration, that of a plane parallel medium, Fig. 1. However, a great deal of the discussion that follows in subsequent sections, may be considered in more general situations, particularly with the ideas of quotient space decomposition exploited by Preisendorfer (2). But, for the purpose of this review we shall not discuss the implications of the last observation.

In a plane parallel atmosphere, the physical properties depend upon a single space co-ordinate \( x \), which may be considered as the optical thickness perpendicular to the stratification. At any level \( x \), we may define upward and downward intensities \( u^+(x) \), \( u^-(x) \), at a particular wavelength \( \lambda \). (In the context of numerical methods, we consider it essential to use \( u \) rather than \( I \) to denote specific intensity, and thus prevent any possible confusion with the symbol that is reserved for unit matrix.) Let \( \mu \) denote the cosine of the angle made by a ray relative to the common normal to the stratification in the direction in which \( x \) increases, and let \( \phi \) be the azimuth of this direction referred to a fixed plane through the normal. Then we may write

\[
\begin{align*}
\mathbf{u}^+(x) &= \{u(x, \mu, \phi) : 0 \leq \mu \leq 1, 0 \leq \phi \leq 2\pi, a \leq x \leq b\} \\
\mathbf{u}^-(x) &= \{u(x, \mu, \phi) : 0 \leq \mu \leq 1, 0 \leq \phi \leq 2\pi, a \leq x \leq b\}
\end{align*}
\]

where \( u(x, \mu, \phi) \) is the specific intensity in the direction specified by \( (\mu, \phi) \) according to the usual Chandrasekhar (5) definition, while \( u(x, -\mu, \phi) \) is the specific intensity in the reverse direction. Of course, in axially symmetric problems, the variable \( \phi \) is omitted.
Consider now an arbitrary layer bounded by planes with co-ordinates \( x \) and \( y \), \( a \leq x < y < b \). The intensities emerging from the layer, \( u^+(y) \), \( u^-(x) \), depend linearly upon the incident intensities and the sources \( \Sigma^{+}(y,x) \), \( \Sigma^{-}(y,x) \), present within the layer. Thus we may write,

\[
\begin{align*}
    u^+(y) &= t(y, x)u^+(x) + r(x, y)u^-(y) + \Sigma^{+}(y, x) \\
    u^-(x) &= r(y, x)u^+(x) + t(x, y)u^-(y) + \Sigma^{-}(x, y)
\end{align*}
\]  

or more succinctly

\[
\begin{bmatrix}
    u^+(y) \\
    u^-(x)
\end{bmatrix} = S(x, y) \begin{bmatrix}
    u^+(y) \\
    u^-(y)
\end{bmatrix} + \Sigma(x, y).  
\]

The linear operators \( t(y, x), t(x, y), r(y, x), r(x, y) \) present in equations (2), (3) have an obvious physical interpretation. The first pair are operators for transmission and the second pair are operators for reflection of the radiation field. Their detailed definitions are straightforward, for example, in the continuous case, whenever \( a \leq x < y \leq b \), we may define \( r(x, y) \) as the integral operator

\[
r(x, y)u^-(y) = \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} r(x, \mu, \phi; y, -\mu', \phi') u(x, -\mu, \phi') d\mu' d\phi' : 0 \leq \mu \leq 1, 0 \leq \phi \leq 2\pi \right\}.  
\]
The discrete ordinate analogue of (4) may be written as the multiplication of an $M \times M$ matrix

$$r(x, y) = \{r(x, \mu_x, \phi_x; y, -\mu_y, \phi_y')\}_{x'} = 1, 2, \ldots M$$

(5)

with a vector $u^i(y)$. The elements of the vector are the specific intensities corresponding to the directions appropriate to the abscissae of a rule for quadrature over the unit sphere. As a consequence of the approximate quadrature implicit in this matrix multiplication, we have absorbed a post-multiplied diagonal matrix of quadrature weights into the elements of $r(x, y)$. Thus, although we have used the same notation as in (4), the matrix elements are not simply approximations to a particular value of the kernel of the integral in (4), a fact which has to be remembered when comparing numerical values of matrix elements, one with another. The statement embodied within equation (2) and (3) is known as the interaction principle. It is, of course, an exact relationship that contains the entire physics of the problem; valid for all physical situations, namely homogeneous, inhomogeneous, scattering and nonscattering media. These equations are themselves a key relationship for analysing radiative transfer problems for, as we shall see in Section 3, it is possible to relate local physical data and nonlocal quantities through them.

Before any such analysis may be carried out it is first necessary to construct the $r$, $t$ and $\Sigma$ operators involved in equation (2). This in itself is a major problem, where the first step requires the construction of the phase function, or single scattering diagram for the scattering particles.

2.2 Single scattering diagrams

The passage of electromagnetic radiation through a medium is accompanied by the removal of a fraction of the energy from the incident beam. This amount may be partly absorbed within the medium and may also become scattered, with or without a change in frequency. (However, for the purposes of this article we shall assume that the scattering processes do not involve a change of frequency.) The characteristics of the scattered radiation are determined by the wavelength $\lambda$ of the incident radiation, the shape and size of the scattering particle and its refractive index relative to the surrounding medium.

The numerical evaluation of all parameters of the radiation scattered by a particle whose dimensions are small compared with $\lambda$ is straightforward. On the other hand, when the dimensions of the scattering particle are large compared with $\lambda$, the problem is rendered considerably more difficult.

The formal theory of the scattering of a plane wave by a dielectric sphere has been set out by Mie.(7) The expressions involved are given in the form of convergent series whose terms contain spherical Bessel functions with complex argument and first and second derivatives of Legendre polynomials. The number of terms required for evaluating the series with precision is greater than the size parameter of the model $x (= 2\pi a/\lambda)$. Consequently, reliable computations of the Mie parameters for large spheres are difficult, tedious and time-consuming.

The derivation of the Mie solution is a straightforward application of classical electrodynamics(8) and here we only briefly outline the results involved.

Let $I_i(x, m, \theta)$, $I'_i(x, m, \theta)$ respectively represent the Stokes parameters of the radiation incident on and scattered by a sphere where $\theta$ is the angle between the incident and scattered
radiation. They are related by the equation
\[ I_s = F I_i \]  
where \( F \) is the 4 \( \times \) 4 transformation matrix which has the structure,
\[
F = \begin{pmatrix}
M_2 & \cdot & \cdot & \cdot \\
\cdot & M_1 & \cdot & \cdot \\
\cdot & \cdot & S_{21} & -D_{21} \\
\cdot & \cdot & D_{21} & S_{21}
\end{pmatrix}
\]  
(7)

The elements of this matrix may be evolved from the expressions,
\[ M_1 = S_1 S_1^* \]
\[ M_2 = S_2 S_2^* \]
\[ S_{21} = \frac{i}{2}(S_2 S_1^* + S_1 S_2^*) \]
and
\[ D_{21} = \frac{i}{2}(S_2 S_1^* - S_1 S_2^*) \]
where \( S^* \) is the complex conjugate of \( S \). Also the elements are related by the expression
\[ S_{21}^2 + D_{21}^2 = M_2 M_1 \]  
(9)

so that only three elements of \( F \) are linearly independent.

The complex amplitudes of the scattered radiation \( S_j(x, m, \theta), j = 1, 2 \), may have the symmetric form
\[
S_1 = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left\{ a_n(x, m)\pi_n(\mu) + b_n(x, m)\tau_n(\mu) \right\}
\]
and
\[
S_2 = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left\{ b_n(x, m)\tau(\mu) + a_n(x, m)\pi_n(\mu) \right\}
\]  
(10)

where \( \mu = \cos \theta \).

The phase functions \( \pi_n(\mu) \) and \( \tau_n(\mu) \) in (10) may be expressed in terms of the derivatives of the Legendre polynomials as,
\[ \pi_n(\mu) = P_n'(\mu), \]
and
\[ \tau_n(\mu) = \mu\pi_n(\mu) - (1 - \mu^2)\pi_n'(\mu). \]  
(11)

If values of \( \pi_n(\mu) \) and \( \tau_n(\mu) \) are available for \( \mu > 0 \), then values of \( \pi_n(-\mu) \) and \( \pi_n(-\mu) \) may be determined without further use of the standard recurrence formulae from the expressions.
\[ \pi_n(-\mu) = (-1)^{n-1}\pi_n(\mu) \]
and
\[ \tau_n(-\mu) = (-1)^n \tau_n(\mu). \]  

There is no serious error problem associated with computing the \( \tau_n \), \( \tau_n \) in upward recursion, provided that all the basic arithmetic is carried out in double precision.

The coefficients \( a_n, b_n \) are given by
\[
a_n = \frac{\psi'_a(mx)\psi_a(x) - m\psi_a(mx)\psi'_a(x)}{\psi'_a(mx)\zeta_a(x) - m\psi_a(mx)\zeta'_a(x)}
\]
\[
b_n = \frac{m\psi_a(mx)\psi_a(x) - \psi_a(mx)\psi'_a(x)}{m\psi'_a(mx)\zeta_a(x) - \psi_a(mx)\zeta'_a(x)}
\]

where the prime denotes differentiation with respect to the argument of the function.

The functions \( \psi \) and \( \zeta \) are the Riccati–Bessel functions defined by the relations
\[
\psi_a(z) = z\psi_0(z), \quad \zeta_a(z) = z\zeta_0(z).
\]

The expressions for \( a_n, b_n \) given by equations (13) are not in their most convenient form for numerical evaluation. A suitable rearrangement may be made by introducing logarithmic derivative functions in the manner first introduced by Infield.

Using the notation of Deirmendjian we write \( A_n \) for the logarithmic derivative of \( \psi_n \), so that the rearrangement of (13) then result in the equations
\[
a_n(x, m) = \frac{[A_n(mx)/m] + (n/x)\text{Re}\{\zeta_n(x)\} - \text{Re}\{\zeta_{n-1}(x)\}}{[A_n(mx)/m] + (n/x)\zeta_n(x) - \zeta_{n-1}(x)}
\]
\[
b_n(x, m) = \frac{mA_n(mx) + (n/x)\text{Re}\{\zeta_n(x)\} - \text{Re}\{\zeta_{n-1}(x)\}}{mA_n(mx) + n/x\zeta_n(x) - \zeta_{n-1}(x)}
\]

where \( R_e \) designates real part of the function. The function \( A_n(mx) \) is given by the recurrence relation
\[
A_n(mx) = -\frac{n}{mx} + \frac{j_{n-1}(mx)}{j_a(mx)} = -\frac{n}{mx} + \frac{1}{(n/mx) - A_{n-1}(mx)}
\]

with \( A_0(mx) = \cot(mx) \). The equations set out in (15) are identical to those of Kattawar and Plass provided we make use of the notations given in Table 1.

If the extinction and scattering efficiencies \( Q_e, Q_s \) alone are required these can be obtained from the expressions,
\[
Q_e = \frac{2}{x^2} \sum_{n=1}^{\infty} (2n+1)(R_e(a_n) + R_e(b_n))
\]
\[
Q_s = \frac{2}{x^2} \sum_{n=1}^{\infty} (2n+1)(|a_n|^2 + |b_n|^2)
\]

while the absorption efficiency \( Q_a \) may be derived from the equation
\[ Q_a = Q_e - Q_s. \]
TABLE I

<table>
<thead>
<tr>
<th>Notations as used by Deirmendjian and by Kattawar and Plass</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEIRMENDJIAN</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>$R_n[W_n(x)]$</td>
</tr>
<tr>
<td>$W'_d(x)$</td>
</tr>
<tr>
<td>$A_d(mx)$</td>
</tr>
<tr>
<td>$\frac{R_n[W_{n-1}(x)]}{R_n[W_{n}(x)]} \rightarrow x$</td>
</tr>
<tr>
<td>$\frac{W_{n-1}(x)}{W_{n}(x)} \rightarrow x$</td>
</tr>
</tbody>
</table>

Another dimensionless quantity of considerable interest is the asymmetry factor $\langle \cos \theta \rangle$, which may be computed from the expression

$$\langle \cos \theta \rangle = \frac{4}{\pi^2 Q_s n+1} \left\{ \frac{n(n+2)}{n+1} R_n(a_n a_{n+1}^* + b_n b_{n+1}^*) + \frac{2n+1}{n(n+1)} R_n(a_n b_{n+1}^*) \right\}.$$  \hspace{1cm} (19)

However, it may sometimes be more convenient to evaluate this parameter for a particular scattering model using equation (26), which does not require any specific knowledge of the $\{a_n,b_n\}$. It is usual to terminate these series

$$|a_n|^2 + |b_n|^2 < 10^{-14}. \hspace{1cm} (20)$$

The central point in the evaluation of the expressions described above for the Mie parameters is the procedure for computing the function $A_n(mx)$. Should the computation be carried out by upward or downward recursion?

Kattawar and Plass have shown that the upward recurrence is basically unstable, so that values of the function computed in this way may be substantially in error, for large values of the size parameter. It is therefore advisable to compute the $A_n$ function in downward recursion from an initial value of $0-0+i0-0$ for $A_n(mx)$ where $N > |mx|$. Since the computational error decreases rapidly at each step of the downward recurrence in this case, the calculations are insensitive to the initial value and converge rapidly to the correct value. We illustrate this situation in Fig. 2 from the results of Dave. (12) The real part of $A_n(mx)$ is computed by upward and downward schemes for $m = 1-342-1-0i$ and $x = 1-57-08$ and drawn as a function of $n$. The upward scheme develops an instability when $n = 111$, and between $n = 112$ and 125, large oscillations develop. The amplitude of these oscillations decreases for $n \approx 130$ while for $n \approx 136$, stabilization occurs, although the real part of $A_n$ reaches a value which is completely different from the correct value shown by the broken line. The ultimate effect of this instability is to increase the values of the efficiency factor $Q_s$, so that eventually $Q_s > Q_e$, which results in negative values of $Q_a$.

The normalized phase function, or single scattering diagram is given by the equation

$$p(\cos \theta) = \frac{2}{\pi^2 Q_s} (M_1 + M_2) \hspace{1cm} (21)$$
and is normalized so that

$$\frac{1}{4\pi} \int_\Omega p(\cos \theta) \, d\Omega = 1. \quad (22)$$

Associated with the phase function, is the degree of polarization of the scattered radiation which is given by

$$\delta = \frac{M_1 - M_2}{M_1 + N_2}. \quad (23)$$

For a single particle, the phase function will possess variations in amplitude, which when considered as a function of $x$, reveal periodicities of about $0.8x$ and $2(m - 1)x$ according to Van de Hulst. A typical example is shown in Fig. 3 where we have illustrated the phase function for the radiation at $\lambda = 0.6 \mu$ scattered by an ice sphere of radius $20 \mu$.

In the atmosphere, a cloud system will contain polydisperse systems of particles. To derive the corresponding Mie parameters we must integrate the results for a single particle weighted by a distribution function that describes the particle concentration per unit volume per unit increment of the radius, over the range of radii. In mathematical terminology, we are now concerned with determining volume extinction parameters such
as $\beta_e$ from equations of the type

$$\beta_e(m, \lambda, r_1, r_2) = \pi \int_{r_1}^{r_2} n(r) Q_e(m, x) r^2 \, dr$$  \hspace{1cm} (24)$$

where $n(r)$ is the distribution function. Also the elements of the normalized scattering matrix may be evaluated from

$$P(\theta, \lambda, m, r_1, r_2) = \frac{\lambda^2}{\pi \beta_e} \int_{r_1}^{r_2} F(\theta, m, \lambda) n(r) \, dr.$$  \hspace{1cm} (25)$$

Considerable care must be taken in the numerical evaluation of these integrals since the results produced are sensitive to the incremental step size that is used. DAVE(13,14) and DEIRMENDJIAN(10) considered this matter in detail by comparing values of the volume scattering cross-section and values of the phase function computed at different angular points obtained with different integration increments. Comparisons of this type give
only a limited understanding of the problem involved so that the sensitivity of the computed values to variations in $\Delta x$ was not fully understood until Dave extended his analysis to polarization characteristics. By studying the variation of the degree of polarization with $\theta$ (the scattering angle), he demonstrated that reliable results with 0.1 per cent accuracy could be obtained for the scattering characteristics of water and ice spheres in the visible using a value of $\Delta x = 0.1$ (trapezoidal integration). Increasing $\Delta x$ from 0.1 to 1 introduced pseudo features such as ripples in several smooth angular regions of an otherwise smooth function.

However, to evaluate the scattering characteristics of a terrestrial cloud at a visible wavelength with $\Delta x = 0.1$ would be extremely time consuming since the radii of the distribution may vary by several orders of magnitude. Consequently, many authors have found it useful to vary the size of the increment so that small $\Delta x$ is used for the integration over small $x$ and then allow $\Delta x$ to increase as $x$ increases. Dave (14) proposed sub-dividing the integration interval $(r_1, r_2)$ into two sub-intervals $(r_1, r_m)$, $(r_m, r_2)$, with $\Delta x = 0.1$ in the former and $\Delta x = 0.5$ in the latter intervals. It was demonstrated from the results illustrated in Fig. 4 and Fig. 5 for the model characteristics given in Table 2 that the error in the computed values of the degree of polarization decreased as $r_m$ increased to include more particles in the first subinterval. Therefore, considerable computer time may be saved by including 99 per cent of the particles in the first interval that is, $x_m$ corresponding to 99 per cent is 136 while $x_{max}$ is 195.5.

![Image](Fig. 4. Variations in the degree of polarization of the radiation scattered by a unit volume of poly-dispersed aerosols as a function of the scattering angle $\theta$, $\theta = 60^\circ(2^\circ)120^\circ$. Incident unpolarized radiation at wavelength $\lambda = 0.45\mu$. The number of the curves represents the percentage of total particles in the first subinterval for which computations are performed with $\Delta x = 0.1$. (after Dave)(14)).)
Examples of typical terrestrial cloud and haze phase functions are shown in Fig. 6. The size distribution for the cloud model corresponds to that of a water droplet cloud, Deirmendjian,\(^{(10)}\) in which the distribution has a maximum at the particle radius of \(r = 4\mu\) and it has a mean extinction radius of \(r \sim 5\mu\). The computations were carried out for a wavelength of \(\lambda = 0.8189\mu = 8189\text{ Å}\).

The computation for the haze phase function corresponds to Deirmendjian's haze model \(M\) at \(\lambda = 0.7\mu\) which has a maximum concentration at a radius of 0.05 \(\mu\). It is typical of haze particles at visible wavelengths. There is no sharp diffraction peak since the scattering particle diameters are less than the wavelength of the incident radiation.

It is convenient to redefine the asymmetry parameter \(\langle \cos \theta \rangle\) which we first introduced through the Mie theory by equation (19). It is defined as the weighted mean over the sphere of the cosine of the scattering angle with the phase function, or in mathematical terms

\[
\langle \cos \theta \rangle = \frac{1}{2} \int_{-1}^{1} p(\cos \theta) \cos \theta \; d(\cos \theta).
\]

(26)

It has the value 0.844 for the cloud model and 0.794 for the haze model illustrated in Fig. 6. The significance of the asymmetry factor has been discussed by Van de Hulst\(^{(8)}\) and by Irvine.\(^{(15,16)}\) It is immediately apparent that provided \(p(\cos \theta)\) is available with sufficient angular resolution, \(\langle \cos \theta \rangle\) is more simply computed from (26) by numerical quadrature rather than the Mie expression of (19).
For direct computation in the transfer equation by any of the methods that we describe in Section 3, it is frequently convenient to express the phase function in a more suitable form than is given by the Mie expression. Following Chandrasekhar we express it as a series of Legendre polynomials in the form

\[ \rho(\cos \theta) \approx \sum_{n=0}^{N} a_n P_n(\cos \theta), \quad a_0 = 1 \]  

where \( P_n(\cos \theta) \) is the Legendre polynomial of degree \( n \).

The condition \( a_0 = 1 \) results from the normalization of the phase function (equation (22)). But, computational operations with finite word length arithmetic will result in the

<table>
<thead>
<tr>
<th>( r_m ) in ( \mu )</th>
<th>( x_m )</th>
<th>( N_m )</th>
<th>( \beta_s^{(m)} \times 10^5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>1.396</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>5.4073</td>
<td>75.5</td>
<td>70</td>
<td>7.07</td>
</tr>
<tr>
<td>6.4673</td>
<td>90.3</td>
<td>85</td>
<td>10.81</td>
</tr>
<tr>
<td>7.8925</td>
<td>110.2</td>
<td>95</td>
<td>13.82</td>
</tr>
<tr>
<td>9.7403</td>
<td>136.0</td>
<td>99</td>
<td>15.77</td>
</tr>
<tr>
<td>14.0</td>
<td>195.477</td>
<td>100</td>
<td>16.49</td>
</tr>
</tbody>
</table>
possible build-up or round-off errors so that the discrete form of (22) (see for example equation (36) of Grant and Hunt\textsuperscript{(28)}) may not be satisfied to the desired accuracy even though \(a_0 = 1\). Consequently, in such circumstances, a procedure must be used to re-normalize the phase function to unity and preserve its symmetric properties.

To use the representation, given by equation (27), it is necessary to determine the expansion coefficients \(\{a_n\}\) and the degree of the polynomial expansion \(N\) which gives the best approximation to the Mie phase function for a particular model.

Chu and Churchill\textsuperscript{(17)} and Clarke et al.\textsuperscript{(18)} derived an equation for the expansion coefficients by rearranging the relevant Mie theory equation. The resulting equation requires the summation of a double series of terms involving the frequent evaluation of factorial expressions. This approach will be inaccurate owing to the build up of round-off errors and also requires considerable computing time when \(x > 30\).

A more suitable method has been developed by Hunt\textsuperscript{(19)} in which the \(\{a_n, n = 1, 2, \ldots, N; N\}\) are computed by a discrete least squares approach. The weights and points of the method are chosen according to the Lobatto quadrature rule of order \(n\) appropriate to integration over the interval \([-1, +1]\). It is essential that the number of Lobatto points exceeds the degree of the polynomial expansion \(N\), in order to derive a unique representation. The series is terminated when both the residual sum of squares is minimized and a pointwise relative error condition on the phase function is satisfied. An illustration of the accuracy of the approach shown in Fig. 7. We have drawn the logarithmic relative error in representing the phase function shown in Fig. 3 by the Legendre series equation (27). Although the phase function exhibits seven orders of magnitude variation over its angular range the maximum error in the approximation is less than 1 per cent. As a general rule, the number of terms required by an expansion of this type is \(N \sim 2x + 12\). For this particular example \(N = 548\) computed from 589 Lobatto points.

3. Computational Methods

The analysis of radiative transfer problems has been the concern of research workers in atmospheric physics, astrophysics, and neutron transport for many years. The complexity of the equations of transfer that describe the physical processes in the medium present a major difficulty to the theoretical investigator. As a result, numerous methods of solution have been developed; but we shall not attempt to review all of them in this article! In order to define a boundary for this discussion, we shall devote this article to computational techniques rather than analytic expressions that have been exploited by numerical methods.

The classical methods have been developed in the texts by Chandrasekhar\textsuperscript{(5)} and Sobolev\textsuperscript{(20)} where the solution of a particular model in the form of tabulated functions, such as \(X-\) and \(Y\)-functions. Analytic representations of the functions may be developed for simple phase diagrams provided that the scattering layer is assumed to be homogeneous. Numerical evaluation of these formulae may be quite tedious. However, the value of such tabulated functions cannot be doubted, for they enable a means of compiling information about simple model atmospheres; a particularly useful approach for planetary atmospheres research when precise physical information is not available. More recently Sekera,\textsuperscript{(21)} Chamberlain and McElroy\textsuperscript{(22)} and Fymat and Abhyankar\textsuperscript{(23)} have extended this approach to inhomogeneous atmospheres. But it is an artificial form of inhomogeneity
FIG. 7. The relative error in the phase function approximation to the scattering diagram in Fig. 3, as a function of the scattering angle.

that may be introduced for the solution to be obtained in analytic form. If sufficient is known of the vertical structure of the atmospheric properties to construct a realistic inhomogeneous model, then studies of its radiative characteristics are best studied by a computational technique.\(^{24-26}\)

It is important that we consider in more detail when it is necessary to use a homogeneous or inhomogeneous atmospheric model in a theoretical study assuming that sufficient physical information is available to make the latter possible. Frequently the choice made has been guided by the type of model that the available computational code will analyse, rather than from any physical considerations. At visible, infrared and microwave window wavelengths, the atmospheric properties depend upon those of the scattering (cloud) layer and the surface. An inhomogeneous model may be used provided that we have detailed information of the vertical variation of the cloud scattering properties. Perhaps, rather surprisingly, we do not have this information for terrestrial clouds. Therefore for these wavelengths, where there is no absorption by atmospheric gases, a homogeneous model may be used. Models of the terrestrial atmosphere constructed at wavelengths in infrared and microwave region of the spectrum where there is absorption by atmospheric gases, must be inhomogeneous; constructed in such a way that they incorporate the vertical
variation of the atmospheric properties (pressure, temperature, relative humidity) Houghton and Hunt(25) and Hunt(26) Furthermore, the emission properties of a cloud layer in the terrestrial atmosphere at a wavelength with a water vapour absorption band will vary over the earth with the amount of water vapour in the atmosphere. Consequently, it is incorrect to prescribe a unique value to the emissivity of a cloud layer of a specified thickness at such a wavelength.

There is one particular statement that has regularly occurred in the literature that is incorrect, but has remained unchallenged; namely the reference to the exact solution of a problem. Analytic expressions for the solution of a particular problem may be mathematically exact but the solutions computed from these expressions by a numerical method are approximate. Thus one may have an exact solution of Eddington's approximate model of radiative transfer!

We have seen in Section 2 that the key relationship of radiative transfer theory is the interaction principle, which expresses the energy conservation for a finite region. Principles of invariance of this type have been introduced into radiative transfer theory by Ambartsumian(27) and Chandrasekhar(5) but they have been traditionally regarded as somehow independent of the local conservation law represented by the integro-differential equation of transfer. However, it has been shown in Grant and Hunt(3) that the latter may be more correctly regarded as the limiting form of the interaction principle as the thickness of the layer shrinks to zero. We therefore choose the interaction principle as the starting point for our discussion of computational methods rather than follow convention from the transfer equation itself.

3.1 External response problem

If we consider two adjacent layers bounded by the planes x, y, z, where a ≤ x ≤ y ≤ z ≤ b, we have from (3) that

\[
\begin{align*}
\begin{bmatrix} u^+(y) \\ u^-(x) \end{bmatrix} &= S(x, y) \begin{bmatrix} u^+(x) \\ u^-(y) \end{bmatrix} + \Sigma(x, y) \\
\begin{bmatrix} u^+(z) \\ u^-(y) \end{bmatrix} &= S(y, z) \begin{bmatrix} u^+(y) \\ u^-(z) \end{bmatrix} + \Sigma(y, z)
\end{align*}
\]

Since x, y, z are entirely arbitrary, we can use the interaction principle to write

\[
\begin{align*}
\begin{bmatrix} u^+(z) \\ u^-(x) \end{bmatrix} &= S(x, z) \begin{bmatrix} u^+(x) \\ u^-(z) \end{bmatrix} + \Sigma(x, z).
\end{align*}
\]

We can, of course, obtain (29) from (28) by simply eliminating \( u^+(y) \) from the equations. The relation between \( S(x, y) \), \( S(y, z) \) and \( S(x, z) \) may then be regarded, in the terminology of Redheffer(40) as defying the star product of the two S matrices,

\[
S(x, z) = S(x, y) * S(y, z).
\]

Recalling that

\[
S(x, y) = \begin{bmatrix} t(y, z) & r(x, y) \\ r(y, x) & t(x, y) \end{bmatrix}
\]

(31)
the formal definition of (30) is given by, GRANT and HUNT\textsuperscript{(3)}

\[
\begin{align*}
t(z, x) &= t(z, y)[I - r(x, y)r(z, y)]^{-1}t(y, x) \\
t(x, z) &= t(x, y)[I - r(z, y)r(x, y)]^{-1}t(y, z) \\
r(z, x) &= r(y, x) + t(x, y)r(z, y)[I - r(x, y)r(z, y)]^{-1}t(y, x) \\
r(x, z) &= r(y, z) + t(z, y)r(x, y)[I - r(z, y)r(x, y)]^{-1}t(y, z)
\end{align*}
\]  

\text{(32)}

where I denotes the identity operator. The star product exists whenever the inverse matrices exist, a matter that has been proved in GRANT and HUNT\textsuperscript{(28)}.

The detailed study of the properties of the "$S$" operators given in GRANT and HUNT\textsuperscript{(3)} have shown that the $S$ operators form a semi-group with respect to star multiplication.

For the source terms, the corresponding relations may be written in terms of two linear operators $\Lambda(x, y; z)$ and $\Lambda'(x; y, z)$ to give GRANT and HUNT\textsuperscript{(3)}

\[
\begin{align*}
\Sigma(x, z) &= \Lambda(x, y; z)\Sigma(x, y) + \Lambda'(x; y, z)\Sigma(y, z) \\
\Lambda(x, y, z) &= \begin{bmatrix} t(z, y)[I - r(x, y)r(z, y)]^{-1} \\ t(x, y)r(z, y)[I - r(x, y)r(z, y)]^{-1} \\ I \end{bmatrix} \\
\Lambda'(x, y, z) &= \begin{bmatrix} I & t(z, y)r(x, y)[I - r(z, y)r(x, y)]^{-1} \\ t(x, y)[I - r(z, y)r(x, y)] \end{bmatrix}
\end{align*}
\]  

\text{(33)}

These properties may be exploited for a computing procedure in a discrete space representation of a transfer problem to compute the external response from a scattering layer. In practice all that is necessary is to select a partition of the slab $(a, b)$ by a set of planes $a = x_1 < x_2 < \cdots < x_{N+1} = b$. We must then assume that $S(x_i, x_{i+1})$ may be found to the desired accuracy from physical parameters at some point in $(x_i, x_{i+1})$; one such procedure is the discrete space representation given in GRANT and HUNT\textsuperscript{(31)}. Then, by (30), we have for any $i, j; i < j$,

\[
S(x_i, x_j) = S(x_i, x_{i+1})^*S(x_{i+1}, x_{i+2})^* \cdots S(x_{j-1}, x_j),
\]

and similarly from (33) one may write $\Sigma(x_i, x_j)$ as a linear functional of the courses $\Sigma(x_i, x_{i+1}), \Sigma(x_{i+1}, x_{i+2}), \ldots, \Sigma(x_{j-1}, x_j)$. It is then evident that we may add a layer at a time and so build up the complete external response\textsuperscript{(3,4,29)}.

For a homogeneous system, we have a further simplification, for $S(x, y)$ must be independent of the choice of origin and so must be a function of $y - x$. We write $S(y - x)$ for brevity.

This then enables (30) to be written as

\[
S(x + y) = S(x)^*S(y) = S(y)^*S(x)
\]  

\text{(34)}

since the ordering of the layers cannot affect the result; (this relation is equivalent to the commutation relation first given by STOKES\textsuperscript{(30)}). Furthermore, if

\[
\lim_{y \to \infty} S(y) = S(\infty)
\]  

\text{(35)}
exists then (34) becomes

\[ S(\infty) = S(x)S(\infty) = S(\infty)S(x), \tag{36} \]

which is equivalent to the principles of invariance enunciated by Ambartsumian\(^{(27)}\) (see also Redheffer\(^{(4)}\)).

A particularly fast method of generating operators for thick homogeneous layers is the **doubling method**, a technique that has been exploited by a number of authors. It is apparent that

\[ S(2^p d) = S(2^{p-1} d)S(2^{p-1} d)p = 1, 2, \ldots \]

so that \( S(2^p d) \) is generated in \( p \) cycles starting with \( S(d) \) rather than in \( 2^p \) cycles of the additive method. For \( p = 10 \) say, only a fraction \( 10.2^{-10} \approx 10^{-2} \) of the effort required to add \( 2^{10} \) layers of fixed thickness \( d \) is needed.

Similar tricks may be applied for source in homogeneous layers, but they are less useful than for the \( S \) operator.

Within the framework of a discrete space, there have been a number of methods developed to solve the external response problem that we have outlined above. Van de Hulst and his collaborators have used the doubling method in conjunction with asymptotic theory\(^{(31)}\) while the same approach has been developed by Hanson\(^{(32)}\) to determine the desired results. The method proposed by Twomey *et al.*\(^{(33)}\) is essentially equivalent to the doubling method. For all of these methods, the accuracy of the procedure may only be assessed from routine checks made at various positions within the computational procedure or from checks made with published results whose accuracy is usually unknown. This is a dangerous procedure and an undesirable state of affairs.

The collection of papers by Grant and Hunt\(^{(3,34–36)}\) have indicated that an efficient computational scheme may be developed from the principles of invariance. The thickness of the primary layer (\( \tau \sim 2 \text{ min } \mu \)) is greater than that required by Hansen’s method (\( \tau \sim 2^{-25} \)) so that for a homogeneous layer, less doubling will be required by the Grant–Hunt procedure. The simple structure of the Grant–Hunt equations has enabled a precise analysis of error propagation and stability to be made.

Allowing the thickness of the primary layer to tend to zero in equation (3) produces in the continuous case, the usual transfer equation for plane parallel slabs\(^{(3)}\). This is the usual starting point for a multitude of differential equation methods that have been developed in recent years. For example, Bellman *et al.*\(^{(37)}\) have described a number of such methods to analyse transfer problems using invariant imbedding techniques. Their approach is to set up systems of integro-differential equations of the initial value type. The vast number of papers that they have published in recent years has normally described a fresh algorithm for each problem. This is an uneconomical approach since it requires only a small number of algorithms to supply answers to the most complex of radiative transfer problems.

3.2 **Internal field equations**

The interaction principle also serves as a suitable starting point for the determination of a computational algorithm for the computation of the internal field of atmospheric layer. It is shown in Grant and Hunt\(^{(3)}\) that the set of linear equations for the stratified atmosphere has a matrix of a simple block tridiagonal form, that may be solved by the
standard Gauss elimination technique (1) Isaacson and Keller\textsuperscript{(38)}. Simple modifications may be made to the resulting equations to incorporate the conditions of a reflecting lower surface that scatters radiation according to a general law. This algorithm in conjunction with the star product relations described in Section 3.1 have been found to be extremely valuable in analysing complicated inhomogeneous models of the terrestrial atmosphere\textsuperscript{(25,26)} when it was necessary to compute the radiation characteristics of model atmospheres at wavelengths within water vapour absorption bands.

It is shown in Grant and Hunt\textsuperscript{(3)} that the limit of vanishingly small layer thickness the equations of their algorithm for the internal field generate the differential equations first given by Rybicki and Usher\textsuperscript{(39)}. These equations have been extensively used in NON-LTE line formation problems\textsuperscript{(40)}. The equations are of the initial value type and may be solved by any of the standard methods, such as Runge-Kutta. The main problem associated with the equations is that they are stiff, and as a result, the step size for all integration methods is limited to an undesirable extent.

### 3.3 Iterative and Monte Carlo methods

A large number of people have been attracted to iterative methods for solving radiative transfer problems. The majority of schemes that have been used use analytic expressions and must be considered as approximate techniques. Perhaps the best known of these methods is the Neumann series which has been extensively used by Irvine\textsuperscript{(41)}. Since methods of this type do not fit in to the class of direct methods that have been discussed in Sections 3.1, 3.2, we consider them and the Monte-Carlo method separately.

The most recent developments in computational iterative methods that should be mentioned in this article have been primarily concerned with computing the characteristics of scattered light. Herman and Browning\textsuperscript{(42)} constructed an integral equation for the specific intensity from the equation of transfer by integrating the source function over azimuth and zenith angles and optical depth. The resulting iterative procedure has been solved by a Gauss-Seidel technique. But since reliable numerical results demand fine integration elements this leads to a large increase in computational time. In view of these angular integration difficulties in Herman's approach, Dave and Gazdag\textsuperscript{(43)} have suggested an approach in which the phase function (and the source function) are expanded as a Fourier cosine expansion whose total number of terms varies with the angle of incidence and reflection, (see Section 4.2). The resulting integral equation for the azimuthal independent terms of the source function expansion may be solved in an efficient manner. But like Herman's technique, this procedure will be extremely time consuming for large optical depths since layers are added singly.

The Monte-Carlo procedure has been employed for some time as a possible answer to the difficulty of solving physically realistic transfer problems in astrophysics, atmospheric physics and neutron transport. In atmospheric physics, Plass and Kattawar\textsuperscript{(44)} have energetically employed the code developed by Collins and Wells\textsuperscript{(45)}. Its main disadvantage is that the amount of computing time must be increased by two orders of magnitude to achieve an increase in accuracy of one order of magnitude, so that it is not an economical method if we require precision in the answers for comparison with experimental observations. In spite of its flexibility, it is hard to believe that this is the best computational method currently available.
4. COMPUTATIONAL ECONOMIES

We have seen in the previous sections that in order to produce accurate computational studies of radiative transfer in realistic model cloudy atmospheres, requires an enormous amount of time on the largest possible digital computers that are available. Not everybody has access to such machines, but many research workers are involved in radiative transfer studies and may require accurate results to assist them in the design of instrumental packages. Consequently, it is important that we investigate the penalties involved in using a coarse angular mesh, simplified phase functions or any other approximation that will enable the computational expenditure to be reduced. We consider these matters in detail in this section.

In order to simplify matters in the discussion that follows we have defined below the more commonly used expressions.

The spherical albedo, $A$, which is the fraction of incident solar energy reradiated by the cloud layer, may be expressed in terms of the scattering function of Chandrasekhar\(^5\) by

$$A = \int_0^1 \int_0^1 S_{00}^0(\tau, \mu, \mu_0) \, d\mu \, d\mu_0 \quad (37)$$

where $S_{00}^0(\tau, \mu, \mu_0)$ is the azimuthal independent term in the cosine expansion of the complete scattering function $S(\tau \mu, \phi; \mu_0, \phi_0)$.

The plane albedo $a(\mu_0)$, which is the ratio of the radiation reflected from a plane parallel atmosphere to the incident radiation, is a function of the angle of incidence $\theta_0 = \cos^{-1} \mu_0$. It is given in terms of the scattering function by the expression

$$a(\mu_0) = \frac{1}{2\rho_0} \int_0^1 S_{00}^0(\tau, \mu, \mu_0) \, d\mu. \quad (38)$$

The angular distribution of the reflected radiation is defined as

$$R(\tau; \mu, \phi; \mu_0, \phi_0) = \frac{1}{4\mu} S(\tau; \mu, \phi; \mu_0, \phi_0) \quad (39)$$

which, for a Lambert surface, has magnitude unity and is independent of the angular variation. The transmitted radiation may be defined in a similar way, with transmission function $T(\tau; \mu, \phi; \mu_0, \phi_0)$ replacing $S(\tau; \mu, \phi; \mu_0, \phi_0)$ in (39).

Finally, we define the emissivity $\varepsilon$ of a surface (body), as the ratio of the radiant intensity of a given body to that of a black body at the same temperature.

4.1 Angular discretization

It is obvious that by increasing the number of discrete scattering angles, the computer storage and execution time of the algorithm that is used, will be correspondingly increased. The effect varying the degree of angular discretization ($m$) on calculations of the radiation emerging from a model cloudy atmosphere has been recently studied by Hunt.\(^6\) Calculations were made for the conservative scattering of visible light by cloud particles. Although this may be considered to be a special case, clouds have their maximum effect...
in the visible range so that the calculations made will be representative of the radiative properties of clouds at other wavelengths in the electromagnetic spectrum.

It is not surprising to learn that the angular distributions of reflected and transmitted radiation for a particular cloud model, exhibit enormous variations as \( m \) is varied. The difference between the curves for various values of \( m \) are not only in the relative magnitudes of the quantities involved at specific angular points, which may be several percent, but also the general shape of the angular distributions, see Fig. 8. Consequently, it is not possible to give a precise value of \( \langle m \rangle \) to be used for a particular model. This can only be determined by repeating the experiment for various values of \( m \), and carefully assessing the changes in the computed results.

The situation is considerably more encouraging where the integrated effects are concerned. From the computations carried out in HUNT(46) we may conclude that the percentage error introduced by computing the spherical albedo with \( m = 8 \) compared with \( m = 32 \) is \(< 1 \) per cent for \( \tau = 1 \) increasing to \(~ 3 \) per cent for \( \tau = 100 \). Fig. 9. The

![Fig. 8. Reflectivity of a plane parallel conservative scattering layer of thickness \( \tau \) for different orders of angular discretization, \( m \). The phase function corresponds to the scattering of visible radiation at \( \lambda = 0.6 \mu \) by an ice sphere of radius 10 \( \mu \). The incident radiation is normal to the surface so that the reflectivity applies for all \( \phi = \phi_0 \) (after HUNT(46)).](image-url)
local albedos for the same phase function are compared for various values of \( m, 8 \leq m \leq 32 \) and various cloud thicknesses. For a moderately thick cloud, the difference between the values for different values of \( m \) increases as \( \mu_0 \) approaches unity. The maximum difference being \( \sim 10 \) per cent. For a thin cloud \( \tau = 1 \), the curves are almost indistinguishable except for angles in the neighbourhood of grazing incidence where differences of several percent occur, Fig. 10.

If it is necessary to compute only the integrated effects and errors of 2 per cent may be tolerated, then considerable reduction in computational storage and execution made may be made by using a coarse angular mesh even for highly peaked phase functions.

Cloud emissivities are less sensitive than the scattered radiation parameters (reflection and transmission) to variations in the angular discretization (\( m \)). The results shown in Fig. 11 for an ice cloud of spherical particles computed according to the Deirmendjian model cloud with a maximum particle radius of 25\( \mu \) and mean extinction radius of 16\( \mu \) at \( \lambda = 3.5 \mu \). They indicate that emissivities computed with 8 and 48 discrete angular point differ by at most 1 per cent over the optical depth range \( 0 \leq \tau_c \leq 100 \). However, it is always advisable to repeat the calculation for various values of \( m \) rather than rely on one computed result.

### 4.2 Phase function approximations

In view of the computational difficulties that are involved in computing Mie phase functions, it is of interest to consider the accuracy of multiple scattering results computed with simple analytic phase functions.

![Fig. 9. The variation of the spherical albedo of a plane parallel conservative scattering layer of thickness \( \tau \) with various orders of angular discretization (\( m \)). The phase function is the same as that used to compute the results in Fig. 8; after Hunt(46).](image-url)
The simplest expressions to be used are $p(\cos \theta) = 1$, isotropic scattering, $p(\cos \theta) = 1 + \cos \theta$ and $p(\cos \theta) = \frac{3}{4}(1 + \cos^2 \theta)$. But they cannot be used to simulate the scattering properties of clouds or hazes in the visible or near infrared regions of the spectrum where the size parameter $x$ is large.

The most frequently used analytic phase function is the Henyey–Greenstein\(^{47}\) which is defined by the equation

$$p(\cos \theta) = \frac{1 - g^2}{(1 + g^2 - 2g \cos \theta)^{3/2}} \quad (40)$$

The merits of this phase function have been discussed by Van de Hulst,\(^{18}\) Irvine\(^{15,16}\) and Van de Hulst and Grossman.\(^{47}\) For this function, $\langle \cos \theta \rangle = g$ and this parameter may vary from 0 for isotropic scattering to 1 for an infinitely narrow forward beam. Values of $g$ in the interval $(-1, 0)$ may be used to simulate predominately backward scattering situations. To correspond to the cloud and haze functions described in Section 2, $g = 0.844$ and 0.794 respectively, and the corresponding phase functions are shown in Fig. 6.

Kagiwada and Kalaba\(^{49}\) introduced a rational phase function defined by

$$p(\cos \theta) = \frac{k}{b - \cos \theta} \quad (41)$$
The phase function depends upon the parameter $b$ which must be determined by some procedure in order to simulate scattering by atmospheric particles. It is not practical to require $\langle \cos \theta \rangle$ or the fraction of light scattered into the forward hemisphere (which, for cloud particles is typically $\geq 0.95$), to be the same for (41) as for atmospheric phase functions, since as many as $10^3-10^4$ terms may be required in the cosine expansion (27) of the resulting Kagiwada and Kalaba function! However, introducing the parameter $r$, the ratio of forward to backward scattering, one may write

$$b = \frac{r+1}{r-1}.$$
For the cloud phase function $r \sim 1900$, and $b \sim 1.00105$, while for the haze $r \sim 245$ and $b \sim 1.00819$. The corresponding Kagiwada-Kalaba phase functions are shown in Fig. 6.

A more coarse angular grid may be used for the analytic phase functions than for the atmospheric phase functions, since the former is a smoother function of the scattering angle.

Hansen made a detailed comparison between multiple scattering results produced at visible wavelengths by cloud, haze and the approximate phase functions described above. For both spherical and plane albedos the Henyey-Greenstein phase function accuracy duplicates the albedos of both the cloud and haze. But the Kagiwada-Kalaba phase function, however, consistently gives albedos that are too large. There are significant errors with the Henyey-Greenstein only for thin layers $\tau < 1$, or in the case of the local albedo, for near grazing incident angles. The results for the spherical albedo are illustrated in Fig. 12.

![Figure 12](image_url)

**Fig. 12.** Spherical albedo of a plane parallel conservative scattering layer of thickness $\tau$ for the phase functions shown in Fig. 6. (after Hansen).

The reflectivities illustrated in Figs. 13 and 14 indicate that in general, neither of the analytic phase functions can accurately duplicate the angular distribution of scattering by clouds and hazes. As is to be expected, there is a significant improvement in the results for haze rather than cloud. Furthermore, the agreement between atmospheric phase functions and the Henyey-Greenstein for these visible calculations, is considerably better than when the former is compared with the Kagiwada-Kalaba phase function.

At wavelengths in the infrared the agreement between the Henyey-Greenstein and atmospheric phase functions will improve—a statement that is confirmed by the illustration of cloud emissivity at the near infrared window wavelength of 2.3 $\mu$, Fig. 15. The cloud is
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**Fig. 13.** Reflectivity of a plane parallel conservative scattering layer for the phase functions shown in Fig. 6. The incident radiation is normal to the surface so that the reflectivity applies for all $\phi - \phi_0$ (after Hansen\cite{Hansen}).

**Fig. 14.** Reflectivity of a plane parallel conservative scattering layer for the phase functions shown in Fig. 6, with $\theta_0 = 60^\circ = \theta$ measured from the normal; (after Hansen\cite{Hansen}).
composed of spherical ice particles, with a Deirmendjian 'cloud' size distribution, with maximum particle radius 25 \( \mu \) and mean extinction radius of 16 \( \mu \). Increasing the wavelength will reduce the anisotropy of the phase function, so that in the microwave region, non-precipitating terrestrial clouds may be simulated by a Rayleigh scattering function.

The cloud phase function illustrated in Fig. 6 where the particles are considerably larger than the wavelength possess a sharp forward peak. It has been sometimes assumed, without verification, that radiation scattered into a narrow diffraction spike may be treated as being unscattered. That is the spike may be truncated from the phase function and the interaction optical thickness of the cloud correspondingly reduced. This assumption, if correct, will greatly reduce the computational difficulties associated with multiple scattering calculations at visible wavelengths.

Romanova\(^{53}\) suggested a small angle approximation developed in the theory of the scattering of charged particles.\(^{52}\) The technique assumes that the phase function is sufficiently peaked in the forward direction so that even after multiple scattering an incident photon has not derived by a large angle from its original direction. Comparing this technique with standard solution\(^{53}\) demonstrated that Romanova's technique may produce results with an accuracy of at most 5 per cent.

Weinman\(^{54}\) developed an approach in which the forward peak was represented by a Gaussian distribution while the remainder of the phase function was expanded in a Legendre expansion. The division point between the two representations was arbitrarily chosen. Consequently, this may result in subsequent errors in computations of the angular distribution of the transmitted radiation for optical thickness of \( \tau < 10 \) and angular ranges in the neighbourhood of the division point where the distinction between large scale and small angle scattering is not clearcut, Fig. 16.

A more successfull method is the 'truncated peak' technique developed by Potter\(^{55}\). The approximate phase function is determined by truncating the forward peak, and then taking the gradient of the logarithm of the phase function to be constant for \( \theta < \tilde{\theta} \), where \( \tilde{\theta} \) is the truncation point. The fraction of photons scattered into the forward peak is

\[
F = \int_\Omega \frac{(p - p') \, d\Omega}{4\pi},
\]

where \( p \) and \( p' \) are the untruncated and truncated phase functions respectively. In cloud optical thickness \( \tau \) is correspondingly reduced to \( \tau' \) so that

\[
\tau' = (1 - F) \tau.
\]

In the case of non-conservative scattering, the single scattering albedo must be scaled such that

\[
\tilde{\omega}' = \left[ 1 + \frac{1 - \tilde{\omega}}{\omega(1 - F)} \right]^{-1}
\]

since the assumption that photons in the forward peak should be treated as unscattered implies that the absorption cross-section is unchanged, while the scattering cross-section is reduced by a factor \( 1 - F \).
Numerical tests of this technique by Hansen(56) indicate that for conservative scattering the approximation introduces large errors for small total scattering angles \( \theta = \theta^0 \). Errors of a few percent of the total scattering angle correspond to a sharp feature in the phase function (and as the glory), or if the incident or emergent angle is near to grazing. In all other situations, the error is less than 1 per cent, see Figs. 12, 13, 14. For these calculations, the optical thickness was reduced by a factor \( 1 - F = 0.566 \).

We have already shown in Section 2, that the number of terms required to represent the phase function as a Fourier cosine expansion is \( N \sim 2x + 12 \), where \( x \) is the size parameter. In the visible or near infrared regions of the spectrum where \( x \sim 100 \), the number of terms be \( N = 100-200 \). If we use a ‘truncated peak’ phase function then the number of terms in the cosine expansion may be 50 per cent less than that required to represent the atmospheric phase function Potter. The precise reduction \( N \) will depend upon the magnitude of the forward peak. However, both Dave and Gazdag(43) and Hansen and Pollack(56) have independently shown that \( N \) is strongly dependent upon \( \mu_0, \mu \), the cosines of the angle of incident and reflection. To illustrate this, we have shown in Fig. 17 the variation of \( N(\mu, \mu') \) for \( \theta = \cos^{-1} \mu = 20, 40, 60, 80 \) with \( \mu' \) for a haze \( M \) in the visible. Employing this observation will reduce the amount of computer time; Hansen and Pollack(56) indicated that for their method a factor of 2–3 in CPU time was saved with an introduction of 1–2 per cent errors.
The strongest azimuthal dependence arises from single scattered photons, unless the intensity due to these photons may be expressed as,

\[ S_{ss}(\tau, \mu, \phi, \mu_0, \phi_0) \approx \tilde{\omega} \left( \frac{1}{\mu} + \frac{1}{\mu_0} \right) \left\{ 1 - \exp \left[ -\tau_0 \left( \frac{1}{\mu} - \frac{1}{\mu_0} \right) \right] \right\} p(\mu, \phi, -\mu_0, \phi_0) \]  

(47)

\[ T_{ss}(\tau, \mu, \phi, \mu_0, \phi_0) \approx \tilde{\omega} \left( \frac{1}{\mu} - \frac{1}{\mu_0} \right) \left\{ \exp \left( -\tau_0 \frac{1}{\mu} \right) - \exp \left( \frac{-\tau}{\mu} \right) \right\} p(-\mu, \phi, -\mu_0, \phi_0) \]

where \( p(\mu, \phi, \mu_0, \phi_0) \) is the normalized phase function and \( \tilde{\omega} \) the single scattering albedo. The subscript \( ss \) labels the single scattering parameters. Expressing the solution as a cosine expansion of the scattering (transmission) function with \( N \) terms it has been indicated by Hansen and Pollack that a reduction of about 50 per cent of the total number of
terms $N$ required may be made by writing

$$S(\tau, \mu, \phi, \mu_0, \phi_0) \approx S_{\text{ex}}(\tau, \mu, \phi, \mu_0, \phi_0) + \sum_{n=0}^{N'} \left[ S^{(n)}(\tau, \mu, \mu_0, -S^{(n)}_m(\tau, \mu, \mu_0)) \cos n(\phi - \phi_0) \right]$$

(48)

4.3 Similarity solutions

We have already seen the tremendous computational difficulties that are associated with computing radiative characteristics of model atmospheres with the dimensions of the scattering particles are considerably larger than the wavelength of the incident radiation. If we could reduce the problem to one of isotropic scattering in which the optical depth, scattering albedo are both scaled in some manner, then the computational expenditure will be tremendously reduced. This approach may be attempted through similarity relationships. Van de Hulst has energetically pursued this approach in his recent research\(^{48,57}\) and although I know that he will discuss these matters in his own review paper, I have decided to include the definitions of the necessary relationships with suitable illustrations within the context of this review article.

**Conservative scattering.** It is well known that the gradient of radiation density necessary to pump a given net flow through an unbounded medium with an anisotropic scattering diagram is proportional to $1 - \langle \cos \theta \rangle$. This may be read in Chandrasekhar\(^{35}\) and in a different context in Davison.\(^{58}\) It is thus clear that the closest similarity between the radiation reflected by an anisotropically scattering layer of thickness $\tau$ and that reflected from an isotropically scattering layer of thickness $\tau^*$ is obtained from the similarity relation. This relationship will also hold in the case of finite conservative scattering layers and examples which indicate the accuracy of the procedure are given in the papers of van de Hulst cited above.

**Non-Conservative scattering.** The relationships for this situation are less straightforward and in the case of a semi-infinite medium will involve the fundamental eigenvalue ($k$) of the characteristic equation.

In this case, if the anisotropically scattering layer is of thickness $\tau$ and single scattering albedo $\bar{\omega}$; the isotropically scattering layer of thickness $\tau^*$ and albedo $\bar{\omega}^*$; the corresponding similarity relations are

$$k\tau = k^*\tau^*$$

(49)

and

$$\frac{1 - \bar{\omega}}{k} = \frac{1 - \bar{\omega}^*}{k^*}$$

(50)

The quantity $k^*$ is related to $\bar{\omega}^*$ by the equation

$$\frac{1}{\bar{\omega}^*} = \frac{1}{2k^*} \ln \left( \frac{1 - k^*}{1 - k^*} \right).$$

(51)

The eigenvalue $k$ may be obtained through solving the eigenvalue problem (since the specific intensity behaves like $e^{-k\tau}$ as $\tau \to \infty$), or more conveniently from the relationship

$$k = \lim_{\tau \to \infty} \frac{1}{\tau} \ln \left( \frac{T(\tau)}{T(2\tau)} \right)$$

where $T(\tau)$ is the specific intensity.
where $T(\tau)$ is the integral over all emergent and incident angles of the Chandrasekhar\(^{(5)}\) transmission function.

For *finite non conservative scattering* layers we are only able to derive approximate similarity relations. We may write, Van de Hulst\(^{(57)}\)

\[ (1 - \bar{\omega}) \sim \frac{k^2}{3(1 - \langle \cos \theta \rangle)} + O(k^4). \quad (52) \]

Then using this relationship and neglecting terms of $O(k^4)$ and eliminating $k, k^*$ from (50) and (50) yields the simple approximate similarity relation,

\[ \tau^* = \tau(1 - \langle \cos \theta \rangle) \quad (53) \]

and

\[ 1 - \bar{\omega}^* = \frac{1 - \bar{\omega}}{1 - \langle \cos \theta \rangle}. \quad (54) \]
The advantage of these relationships is that they do not specifically require knowledge of \( k(\omega) \) and are therefore, much simpler to use. They are also extremely useful in line formation problems, when it is the intensity relative to the continuum intensity that is required. As such, this will not require knowledge of \( k(\tilde{\omega}) \).

The accuracy of these similarity relations for conservative and non conservative scattering in semi-infinite atmospheres may be judged from the tables published in van de Hulst,\(^{57}\) which were produced from computations using the Henyey–Greenstein phase function. Further evidence of the similarity in the solution for various values of \( g = \langle \cos \theta \rangle \) when \( y = (1 - \bar{\omega})/k \) is kept constant are illustrated in Fig. 18. These curves indicate the non-uniqueness of the interpretation of absorption lines in the reflected spectrum.\(^{18}\)

Further tests on the accuracy of these relations has been made by Hanson\(^{59}\) also from the context of absorption line formation. His results which were made for a homogeneous layer, indicate the increase in strength of the absorption line formed in the cloudy atmosphere.

Fig. 18. Reduction of the reflectivity of an infinitely thick cloud layer as a consequence of absorption. The single scattering diagrams are computed with a Henyey–Greenstein phase function with asymmetry parameter \( g \) (after van de Hulst and Grossman\(^{48}\)).
atmosphere as the degree of anisotropy of the scattering particles increases. The exact equations (49), (50) and approximate equations (53), (54) similarity relations produce indistinguishable results for the computed line profiles, Fig. 19. The results are equally accurate for both strong and weak lines. Computations of the light integrated over the planetary disk also indicate the accuracy of these relations for all except large phase angle $\alpha \geq 125^\circ$, Fig. 20. At angles greater than this, $\alpha \geq 150^\circ$ it is more accurate to employ isotropic scattering without any scaling of $\varphi$, and $\tau$.

The results which are particularly interesting involve the use of equations (53), (54) when applied to a finite scattering layer. The results shown in Fig. 21 indicate that the accuracy of the similarity relations decrease as $\tau$ decreases. Further evidence of this is also shown in Fig. 22. Here we have computed the emissivity for ice cloud at 2.3 $\mu$ and compared it with the solution computed using (53), (54). A Deimendjian cloud model was used with maximum radius 25 $\mu$ and mean extinction radius of 16 $\mu$. The error between

---

**Fig. 19.** Shape of weak absorption line ($\theta_0 = 0.9975$) for a thick atmosphere ($\tau = 64$) with no continuous absorption ($\omega = 1.0$) for normally incident radiation as a function of the direction of the incident radiation. Exact solution with no scaling ——; solution from similarity equations (49), (50); ————; solution from similarity equations (53), (54) ———. The results for the cloud are displaced downward by 0.25 (after HANSEN [59]).
the curves is greatest for small $\tau$, as is also true of the reflectivity and transmissivity which are related to emissivity through the equation

$$\varepsilon + r + t = 1.$$

(56)

However, one may expect to produce considerably more accurate results using the “eigenvalue-similarity relations” as we have illustrated in the previous diagrams.

These illustrations of similarity relations have been made for homogeneous atmospheres. It remains to be demonstrated whether relations of this type may be efficiently used, and produce results of acceptable precision for scattering problems in inhomogeneous atmospheres.

CONCLUSION

We have outlined in this article the computational problems associated with analysing the radiative transfer in a model cloudy atmosphere.

The major developments have been associated with the construction of computational techniques. Methods of the type we have discussed in Section 3 have enabled research workers to tackle problems beyond the reach of analytical techniques and have encouraged
the use of more complex and accurate models. As we have seen two stages of approximation occur in these problems, in the formulation of the mathematical equations and in the process of numerical solution, and both stages need careful analysis if the results are to be of practical use. The first lies outside the province of the computing establishment, but the second can be very much influenced by the subroutine packages and hardware facilities provided.

In Section 3 we have outlined a number of possible techniques; but the choice made for a particular computational experiment should not be a matter of personal taste. Many factors are involved, the information required, the accuracy required, limits imposed by the numerical stability of the method, the speed of computation and computer storage available. Error estimates of the computational procedures are absolutely essential. Such estimates, if placed within an algorithm will inevitably lengthen the computation time, but since results of unknown accuracy are not really worth anything, the extra time is well spent. At the time of writing this article, only the procedures of Grant and Hunt(3,28) have been subjected to a detailed analysis of this type.

The computational economies discussed in Section 4 indicate that considerable reduction may be made in computational expenditure by simple approximations which introduce...
errors of about 1 or 2 per cent. Such results are particularly useful to research workers who do not have access to large "number crunchers".

It would have been ideal to complete this review by assessing the accuracy of the model atmospheres by comparing the computed results with observation. We would then have a better idea of whether models are as realistic as we suppose. This is difficult to achieve since in many cases the essential details to enable such a comparison to be made have been rather vaguely described by the majority of experimental investigations. However, it is hoped that the future development of radiative transfer studies will enable a closer relationship between experimental and theoretical work than we have hitherto achieved. This we hope will lead to a greater understanding of the role of clouds and their interaction with both solar and planetary radiation fields and with motions which is central to the behaviour of an atmosphere.
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